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Executive Summary

This ddiverable provides the specification of traffic handling for the second trid. Three main objec-
tives are covered:

1) to fix the shortcomings in fird trid goecification, taking into account the vauable experience of
the implementation work and especidly of thetrids

2) toenhancethefirg trid soecification with new outstanding features:
Measurement Based Admission Control
Control loops from Measurement into Provisioning and Resource Pool
Inter-domain Resource Reservetion

3) toprovideadcritica analyss and to review some aspects of firgt trid specifications
Choice of network services and traffic classes
Scheduling and queue management mechanisms

The most important innovations in second trid are the introduction of feed-back in the traffic handling
and the introduction of inter-domain resource management.

In the firgt trid specification, a feed-forward relation between the Traffic Handling components (Pro-
visoning, Resource Poals, the Admission Control, and the Traffic Control) was defined. The mess-
urement architecture was only used to have a monitoring of the network status. In the second triad
architecture the measurements are reported in red time to the Admisson Control and to Provison-
ing, realisng a Measurement Based Admission Control and a Control Loop from Measurements to
Provisoning.

Theinter-domain resource reservation is supported by defining proper damping mechanisms. These
mechanisms avoid the propagation of resource reservation across autonomous systems in order to
achieve a scalable solution.
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1 Introduction

This document provides the traffic handling specifications for the second phase of the AQUILA pro-
jects.

The document is structured as follows: in section 2 an overview of second trid specification is given.
Section 3 firgt provides a discusson on the smplification of Traffic Specification related to the Re-
source Pool mechanisms, then the AQUILA Network Services are analysed, in the light of the ex-
perience of implementation, trials and theoretica experiments. In section 4 the revison of packet-
levd traffic control mechaniams is specified. Section 5 proposes a new, more generd, conceptud
definition of the Admission Control procedures. Section 6 gives the specification of the M easurement
Based Algorithms (MBAC). Section 7 andyses some issues related to the support of low bandwidth
links. Section 8 addressed the control loops related to the provisioning phase and to the interaction
of resource pools with MBAC. Findly, section 9 deds with the inter-domain resource management
aspects.
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2 Overview of second trial specification

The specification of traffic handling for second trid covers three main objectives.

1) to fix the shortcomings in fird trid specification, taking into account the valuable experience of
the implementation work and especidly of thetrids

2) toenhancethefird tria specification with new outstanding features:
Measurement Based Admission Control
Control loops from Measurement into Provisioning and Resource Pool
Inter-domain Resource Reservation

3) toprovideacritical anayss and to review some aspects of fird trid specifications:
Choice of network services and traffic classes
Scheduling and queue management mechanisms

In the following section 2.1 the annoying shortcomings of firgt trid specification are summarised. Fur-
ther details about these items are then discussed throughout this deliverable. Then in section 2.2 a
generd introduction of the advances of second trid is provided.

2.1 Shortcomings of first trial specification

2.1.1 Problems with Admission Control

The Admission Control defined in D1301 was affected by some shortcomings.
l. No clear separation between Admission Control and Resource Pools
. No inter- TCL resource digtribution

II. Declaration based AC difficult to handle -> move towards Measurement Based Admis-
sion Control

To solve problems | and 11, amore generd framework for admission control has been defined. This
framework provides a clean separation of the aspects related to QoS in the access links, to QoS in
the internd links (handled by Resource Pools) and to Operator Policies. Resource distribution
among different TCLsis aso now possible. All these aspects are covered in section 5. Problem 111 is
addressed by the definition of a Measurement Based Admission Control in section 6.
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2.1.2 Problems with Low BW link

The provison of QoS through “low bandwidth links’ was identified as an interesting issue by the op-
erators. In D1301 specifications were given about the implementation of TCLs on such links, in par-
ticular the packet handling mechanism and the AC criteria It was recognised in the firdt tria period
that that solution was affected by the following problems:

l. Impact of long szed packetsin TCLs 3/4/STD onto TCLs 1/2

. Impact of long sized packetsin TCL 2 onto TCL 1

I"I. Poor differentiation between TCL 3 and 4 (they are in the same queue)
IV.  ACformulasdo not avoid that a TCL uses the whole link capacity.

The problems rdated to Low Bw links are faced in section 4, 5 and 7.

2.1.3 Problems with Resource Pools

The handling of Resource pools defined in D1301 was affected by some shortcomings:
l. Therules for aggregating TrafficSpecs in the Resource Pools were too complex
Il. Hierarchy of Resource Pools with multiple classes was not clear

The problems related to Resource Pools are faced in section 3.1 and in section 5.

2.2 Second trial advances

The most important innovations in second trid are the introduction of feed-back in the traffic handling
and the introduction of inter-domain resource management. The introduction of control loopsin the
AQUILA traffic handling is grephicaly represented in Figure 1.

The AQUILA traffic handling has four main components: the Provisioning aspects (operdting a the
time scale of weeks), the Resource Pools (operating at the time scale of hours), the Admisson Con-
trol agpects (operating at the time scale of seconds to hours) and the Traffic Control aspects (operat-
ing a the time scde of milliseconds). In the firg trid gpecification, as depicted in Figure 2, a feed-
forward relation between the four components was defined. This means that the Provisoning phase
was used to set parameters for dl the other phases only once, and then the other components
worked autonomoudy. A limited form of feedback was present between admission control and re-
source loop (arrow A in the figure). In this context, the measurement architecture was used to have a
monitoring of the network status and behaviour, with no autometic relationship with the traffic han-
ding mechaniam.
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On the other hand in the second trid architecture the measurement architecture plays a much more
important role. The measurements are reported in redl time to the Admission Control element and to
the Provisoning ements o that the dynamic behaviour of the traffic control mechanisms canredly
depend on the measured parameters. The two new control loops are the Measurement Based Ad-
mission Control (arrow B in the picture) and the Control Loop for provisoning (arrow C in the pic-

ture).

r Sharing policies
F Expected traffic \
Topology and routing

PROVISIONING Settings for
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Configuration of CONTROL
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Measurements of:
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Figure 1. Control loopsin second trial Traffic handling
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Topology and routigl PROVISIONING |} Settings for
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Configuration of CONTROL
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CONTROL
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Figure 2: AQUILA traffic handling approach in first trial
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Other important innovations are related to Admission Control and Resource Pools. The definition of
a modular structure of the Admission Control alows the separations of QoS aspects in the access
links, QoS aspects in the core links (handled by resource pools) and Policy Congraints set by the
operator. The handling of traffic specifications in the resource pools is smplified, dlowing for Smpler
operations and amore flexible sharing of resources between different traffic classes.

Findly, the inter-domain resource reservation, whose architectura aspects are covered in D1202
ddiverable, is supported by defining damping mechanisms. These mechanisms avoid the propagation
of resource reservation across autonomous systemsin order to achieve a scalable solution.
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3 Network Services and Traffic Classes

3.1 Simplification of Traffic Specifications

3.1.1 Problems raised from the first trial

Based on the problems raised during the firg trid, it is essentid to smplify the way the Resource
Pool Tree (RPT) is configured. Our am is to keep the complexity down to the leaves, where the
admission control functions take place, and handle the rest of the tree using smple numbers and cal-
culations.

For the firgt trid the TrafficSpecs depicted in Table 1 were used for each traffic class for the configu-
ration of the RPT.

Table 1: Traffic Spec of each TCL

Traffic Classes TCL
TCL1 {PR, BSP, m, M}
TCL2 {PR, BSP, SR, BSS, m, M}
TCL3 {SR, BSS, m, M}
TCL4 {PR, BSP, SR, BSS, m, M}

Each resource pool (RP) and resource pool leaf (RPL) conssts of a number of Resource Shares
(RShares), which correspond to the number of TCLs (ingress/egress) and manage their resources.
The RShares of an RPL/RP are depicted in Figure 3. A maximum of 8 Rshares can be defined.

TCL1
ingress

TCL2
ingress

TCL3
ingress

TCL4
ingress

RP/RPL

TCL1
egress

TCL2
egress

TCL3
egress

TCL4
egress

Figure 3: Resource Pools and Resource Shares
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Each Resource Share is configured with two basic parameters: the firgt one is the maximum amount
of resources that can be assigned to a RShare (Rmax) and the second is the current amount of &s-
signed resource Rtot. In addition each RPL corresponds to an ACA, where actudly the Admisson
Control takes place.

After the arriva of a new reservation request, the ACA-RPL processes the request. If there are not
enough resources to accommodate the request, then an amount of resources, expressed by the traffic
descriptor is requested from the RP of the above levd. So, the whole Resource Pool Tree (RPT)
should be configured for every TCL ingress and egress with the whole TrafficSpec.

The configuration of the RShares of the RPs with the whole set of parameters of TrafficSpecs has
raised a number of problems:

1. How to configure the RShares of RPLs and RPsin ahierarchical structure?
2. What isthe meaning of TrafficSpec in differert levels (gpart from the RPLS)?

3. How BSS (Bucket Size for Sustainable rate) is configured for the TCL3 when the BSS after
each request are added?

4. How BSS and BSP (Bucket Size for Peak rate) are configured for the TCL4?

All the above problems originate from the fact that it has not been defined a generd way for
configuring the traffic classesin ahierarchica structure of resource pools. In addition the TrafficSpec
does not seem to have a clear meaning for the different levels of RPs (gpart from RPLS), and it only
causes problems. Therefore, it would be meaningful to configure the RShares of the RPLs with the
whole traffic gpec, and not the RShares of the RPs of the above leves of the hierarchy.

Another problem raised from the use of TrafficSpec in the hierarchicd treeisthe use of the different
functions for the admission control (addTC, subTC, AC). The use of these functions for the different
cdculaions of TrafficSpecs is not correct. Basicdly, those functions only gply to the RPLs where
the Admisson Control takes place. If we want to use the TrafficSpec in the above levels of RPs,
then new functions should be defined for those calculations.

Additiondly, if we are consdering shifting resources between traffic classes then we will need to in-
vedtigate the formulas for that kind of caculations. If, for instance, more resources for TCL1 are
needed but only TCL3 has available resources how much of them will be subtracted from that class
and how much will be added to TCL1? In addition how those resources expressed in TrafficSpec of
TCL3 will be mapped to the TrafficSpec of TCL1?

All those problems have been taken into account for determining a new gpproach for configuring the
RPT.
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3.1.2 An approach for the Simplification of the TSpec

Inthe firgt trid (see [D1301]) there was a differentiation between “High bandwidth” accesslinks and
“Low bandwidth” access links. For high bandwidth links, the RPL was respongible for performing
AC functions and functions concerning the Resource Didribution Algorithm. There is a need to dis-
tinguish between those functions and provide a more independent and logica approach.

Based on the fact, that ACA is responsible for performing Admission Control and the Resource
Poals for executing the resource digribution agorithm, the ACA and the RPL should have a more
independent relationship. That's why the following approach is considered, as depicted in Figure 4,
which contributes in finding a solution to the problems mentioned in 3.1.1. Thisis further darified in
section 5.

RPL

incre_as_e utilisation
AC limit

T l |
AC request

E— AC

AC limit

{ACA| [ACA| {ACA|

Figure 4: New Approach for Configuring the RPT

A new request will be processed by the ACA, which will check the Policy Condraints, the QoSin
the outgoing link and the Admission Control Limit as assigned by the resource pools (see section 5).
In case the flow is rgjected because the Admission Control Limit is too low, the ACA will issue a
request to the corresponding RP for increasing its AC limits. The RP based on the realised Resource
Poaol Algorithm will decide whether it is possible or not to increase those AC limits. The AC func-
tions are defined in a way that they will produce a single number (bandwidth), which will define the
minimum required new AC limit. The RP and consequently the RPT will determine the new
AC _limit based on the resource distribution dgorithm. The detailed description of the interface be-
tween the two entities will be given in D2102.

Therefore, it is only necessary for the ACA to be aware of the Tspec, in order to process the re-
guests. Both ACA and RPL are considered to be located in the same Edge Router, but are regarded
as different logicd entities with different and well-digtinguished functiondlity.

Consequently, the RShares can be configured with Rmax and Rtot, but in this case they are consid-
ered as single numbers, which correspond to the maximum and current assigned bandwidth.
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Table 2: Setting values for the RPs according to the “ bandwidth” approach

Traffic Class Bandwidth
TCL; Rmax ; Rtot

In this way each ACA will record a list of the dready made reservations. Each reservation will be
described by its whole corresponding TSpec, while each RPL/RP will only be configured with (Rmax,
Riot) which are bandwidth. These two parameters will determine the maximum share of bandwidth
belonging to each TCL. Each father RP will digtribute its R to its children, based on the provisioned
rates cdculated. Each child RP will be configured with the Ry, which are the current assigned re-
sources, and the Ry, Which are the maximum possible assigned resources to a RP/RPL and its
vaueisredtricted by the link capacity.

The currently defined functions to operate on Tspec (i.e. addTS(), subTS(), AC(), multTS() ) will be
used only for caculations between traffic specs for admisson control procedures, while the cacula
tionsin the RPT will be smplified, snce they will take asinput only a single number.

Accordingly, the AC functions are decoupled from the Resource Didribution dgorithm - AC only
takes place a the ACAS, while a the RPT only smple caculations for caculating the new admission
control limits based on the resource pool agorithm.

3.1.3 The new approach deployed for the Low Bandwidth Links (Secondary Ac-
cess Links)

Low bandwidth links congtitute a specia case, which has to be carefully examined, since they pro-
vide some guiddines for the smplification of traffic spec. Snce atwo-step admission contral is nec-
essary, there is the need to digtinguish between the AC functions and the functions used by the re-
source digtribution agorithm. In the low bandwidth link case, no resource pool agorithm is per-
formed. The proposed nechanism can only be regarded as a two level Admission Control, where
the AC1 performs admission control based on the capacity of the low bandwidth link and if the AC
succeeds forwards the request to the second AC, AC2. The AC2 performs AC to the same flow
based on the share of the link between the ER1 and its adjacent ER dedicated for the specific TCL.
In case ER does not have enough resources to accommodate the reques, it will ask the RPL for in-
creasing its AC_limit. Note that the terminology “Low bandwidth link” was widdy used in the first
trid gpecification. Making reference to the fact the Edge Routers is connected to another Edge
Router, we will refer to these links as “ Secondary Access Link” in the second trid specification.
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Figure5: The Low Bandwidth Link (Secondary Access Link) approach

Both AC1 and AC2 should be aware of the whole traffic spec, Snce they process the same flow.
The RPL though, as dso mentioned for high bandwidth links, is configured with bandwidith. It isalso
the respongbility of the AC2 to produce from the whole traffic spec a angle vaue, which will be
forwarded to the RPL.

3.2 Discussion on PCBR and PVBR

The IP QoS network is designed for meeting the requirements of a multi-service network. It means
that such a network should provide effective service of two main traffic types, streaming and dadtic.
The gtreaming traffic is mainly related to the voice and video. Let us recdl that for effective transfer
of this traffic we require low packet lossratio and low packet delay (with low delay variability).

Asauring effective service of sreaming traffic is a chalenge for the IP QoS network desgners. It is
obvious that solving the problem requires implementation of traffic control mechanisms, induding a
least gppropriate scheduling, policing and admisson control. Smilar problems had to be earlier
solved in the case of ATM. Let us recdl, that for ATM two network services are especidly suited
for effective trandferring of streaming traffic, which are CBR and VBR.

In fact, for the purpose of transferring streaming traffic dso in AQUILA two network services were
defined, which are named PCBR and PVBR. The PCBR is mainly for serving constant bit rate traffic
while PVBR isfor serving variable bit rate traffic. One can find some smilarities between PCBR and
CBR as wdll as between PVBR and VBR.

Implementation of PCBR and PVBR differs in traffic description (as a consequence, in policing), as-
Sgned scheduling level and admission control. In the further part of this report we present arguments
for supporting these two network servicesin the IP QoS network.
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3.2.1 Objectives of the PCBR and PVBR

In this section we shortly recall the motivation for defining PCBR and PVBR services.

We have taken into account the following guidelines:

1.

In agngle network service do not mix the flows demanding essentidly different bandwidth

It is not reasonable to mix the flows when a flow demands more than 10 times capacity than
another one. It iscommonly known, that in the case when the above is not satisfied, we have
problems with equalising the cal blocking probabilities. Without any additiona mechaniams
(like eg. resarvations) the vaues of cal blocking probabilities are essentidly higher for the
cdls demanding higher capacity

In a sngle network service do not mix the flows with essentidly different traffic profiles (at
the packet leve)

We digtinguish between two different types of packet traffic profiles corresponding to the
greaming traffic, which are CBR and VBR traffic.

The CBR tréffic is a congtant hit rate traffic demanding implementation of specid traffic con-
trol mechanismsin the network. This traffic is usudly carried by the network with the highest
priority in order to limit impact on it caused by other types of traffic present in the network.
For the CBR traffic no multiplexing gain is expected.

On the contrary, the VBR tréffic is usudly a burs traffic. This traffic is especidly suited for
gaining a profit from multiplexing. The traffic description of the VBR traffic demands more
parameters than for CBR traffic.

As a consequence of the above, the admission rules for the CBR and VBR traffic are differ-
ent. In the case of VBR traffic, we use the notion of equivalent bandwidth for expressng
the volume of link capacity required for the service of the traffic. Let us recdl that effective
bandwidth is counted in thisway het it takes into account the multiplexing gain, and as a con
sequence depends on the tota link capacity dedicated for the PVBR network service.

3.2.1.1 PCBR service

PCBR service was established for serving a congtant hit rate traffic. Examples of applications that
can use this sarvice are: voice trunking and VLL (Virtual Leased Lines). Since this service should
support something like circuit emulation, it should meet hard QoS requirements with respect to
packet loss ratio (not greater than 10®) and packet delay (not greater than 150 msec, low jitter).

For meeting the above requirements, the PCBR service should use TCL-1 traffic class, which is
served with the highest priority in the network. However, volume of traffic for serving with the highest
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priority is limited to avoid service degradation of traffic with assigned lower priorities. It is commonly
believed, that maximum 10% of totdl link capacity can be dedicated for the priority traffic.

3.2.1.2 PVBR service

PVBR sarvice was defined for providing effective transfer of streaming flows of variable bit rate
type. As a consequence, the traffic description of a flow demands values of two parameters to de-
clare traffic, which are the SR and PR. Furthermore, policing assumes double token bucket. For the
purpose of AC dgorithm, the notion of effective bandwidth (evaluated on the basis of SR, PR and
dedicated for this service link capacity) is used.

The PVBR savice is the excdlent example of network service which has an interndl  potentid for
getting essentid profit from multiplexing.

3.2.2 Lessons from trials

In the trids (see D3201) the effectiveness of the PCBR and PVBR network services was tested.
The main conclusions are the following:

- PCBR sarvice mests the requirements assumed for this service; it means that QoS abjec-
tives (low losses, low delay) are satisfied. Thereis not necessary to improve exigting PCBR
sarvice,

- PVBR service meets the requirements assumed for this service; it means that QoS objec-
tives (medium losses, low ddlay) are satisfied. Anyway, some improvement of thissarvice is
required. There are two main directions for enhancement of the PVBR:

o Tosamplify traffic declarations (to limit declaration to declare PR vaue only)
0 To aoply measurement based AC agorithm

0 To extend the volume of capacity dedicated for this service what is necessary to be
done for effective video (NetMeeting application) transmisson. Unfortunatdy, this
can be possble when we congder access links with higher than 2 Mbps. The
suggestion is to use 10 Mbps (single video connection with reasonable qudlity
requires 300 kbps).
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3.2.3 Summary

The arguments for supporting two network services, PCBR and PVBR, for serving streaming traffic
in AQUILA have been summarised above. Anyway, the intention is to modify the traffic control
mechanisms for PVBR sarvice by smplifying traffic declarations and adding some measurements. In
order to check the ability of PVBR servicein serving video-based applications, the volume of capac-
ity dedicated to this service should be much more than 300 Kbps (the value assumed in the first
trid).

3.3 Revision of QoS objective definitions

In AQUILA we have defined 4 QoS NSs. Among them, PCBR and PVBR are dedicated for han-
ding dreaming traffic while PMM and PMC ae for dadtic traffic (TCP-controlled). The QoS
objectives for particular NSs were specified in different way, depending the type of traffic is congd-
ered.

3.3.1 Streaming traffic

For streaming traffic, the QoS objectives are determined by maximum vaues of parameters corre-
sponding to the packet delay, packet delay variation and packet |oss probability. In order to meet
the above goals, appropriate admisson control agorithms were implemented. The firdt trid experi-
ments (and Smulations) confirmed that the assumed agorithms are satisfactory to guarantee the QoS
objectives. Anyway, the agorithms for TCL1 and TCL2 classes are too redtrictive in some cases.
Thisis mainly caused by the difference between declared (and policed) packet rate and produced by
gpplications. As a consequence, for the second triad we decided to check ability of, so called, meas-
urement based admission control.

The QoS objectives of TCL1 and TCL2 for the second tria are unchanged.

3.3.2 Elastic traffic

For dadtic traffic, assumed for the first trial QoS objectives were defined in the form of :
TCP throughput (goodpuit), for TCL3 class,
Packet delay and packet lossrate, for TCL4 class.

Remark that in the contrary to streaming traffic there have been no definitions of QoS objectives for
eadictrafficin any IETF or ITU documents.

3.3.2.1 TCL3class

To guarantee minimum vaue of throughput for a sngle TCP flow, the token bucket mechaniam for
marking packets as “in-profile’ and “out-of-profile’ was employed jointly with WRED mechanism.
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The measurements from the firg trid confirm that this gpproach was sufficient. Anyway, after more
deep sudies it was appeared that some of the flows with the same traffic declarations (and RTT)
could get the requested volume of throughput (even higher) but some flows not. In addition, the RTT
of connection aswell as the amount of requested rate have impact on the obtained throughptt.

This leads to revison of QoS objectives for TCP-controlled flows. The conclusons are the follow-
ing:

To use rather the notion “assured throughput” than “ guaranteed throughput”. See section 3.4
for the definition of the QoS assurance.

To modify the reservation requests for TCL3 in order to specify a “Requested Rate — RR”
which represent an indication of the rate that should be provided by the network. We recall
that in the firg trid the reservation request was based on the token bucket parameters (i.e. a
Sustainable Rate was specified). The procedure to trandate the Requested Rate into token
bucket parameters suitable for traffic conditioning is given in section 4.4

3.3.2.2 TCL4 class

The QoS objectives for TCL4 class are unchanged.

3.4 Discussion on PMC and PMM

Asit isthe case for streaming traffic, the AQUILA approach employs two distinct network services
aso for dadtic type of traffic. The designated network services PMM and PMC are described in
detall in the following subsections. This is an effort to more precisaly characterise the properties of
the respective services and their digtinctions. It is an outcome of the firdt trid that there is now aclear
understanding of the two network services and their usage.

3.4.1 Description of PMM service

The PMM service class is designed to support greedy and adaptive applications that require some
minimum bandwidth to be ddivered with a high probability. Although the PMM serviceis primarily
targeted for gpplications usng TCP, there s no drict requirement regarding the trangport protocol
employed by the applications.

The important requirement is that the flows generated by the applications implement some kind of
congestion control mechanism, the aggressiveness of which is somewhat smilar to the one of TCP.
In other words, dl flows are assumed to be roughly TCP-friendly. A flow iscdled TCP friendly if it
(8) reduces its tranamisson rate not sgnificantly less conservaively in response to congestion indica-
tions from the net than TCP and (b) does not increase its rate faster than TCP in case of alack of
congegtion indications.
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Candidate gpplications for the PMM service are FTP gpplications and non-redl-time sreaming me-
diaapplications, e.g. Red Server/-Player from rea.com [REAL].

3.4.1.1 Lessons learned from trials

It is specified in [D1301] that the main QoS requirement of the PMM service class is alow (107)
loss probability for in-profile packets. It was believed that the application would receive the desired
goodput only if this loss probability were not exceeded. It has, however, been shown in the trids,
that even if the loss probability for in-profile packets exceeded the target threshold, gpplications may
il receive their requested goodput [D3201, section 6.5.2]. This is due to the fact that out-of-
profile packets are forwarded into the net and contribute (just like in-profile packets) to the overal
bandwidth reception of the application — except, of course, those out-of-profile packets that are
dropped inside the network. On the other hand, it is easy to come up with scenarios where the tar-
oet loss rate for in-profile packets is met but the goodput is below the desired value of SR (astrans-
mitted in the reservation request).

It makes thus sense to replace the “indirect” QoS indication of alow loss for in-profile packets by
the “red” requirement of a minimum guaranteed goodput. The following condition replaces the one
given in [D1301, part 2, section 2.2.3, page 57]:

QoStarget for the PMM service class.
Goodput 3 RR as gven in traffic descriptor, with avery high probability

This revised condition is dso useful from ancther point of view: there is no way for a user of the
PMM sarvice to verify whether the guarantee of alow loss probability of in-profile packetsis satis-
fied from the network operator or not. While the user can possibly measure the total packet loss
probability, it isimpossible to find out what portion of dropped packets were marked as in-/out-of-
profile. Thismarking is done at the operator’ s edge device to which the user has no access.

It must be noted that greedy TCP flows aways produce out-of- profile packets because they probe
for more bandwidth until they receive signs of congestion (duplicate acknowledgements, retranamis-
S0n timeouts).

It could be an objective of the second trid to find a more quantitative definition of QoS target like for
example

“ for 90 % (95% ?) of flows the minimum obtained goodput is not less than Re-
quested Rate”

3.4.2 Description of PMC service

The PMC sarvice class is designed to support norn-greedy applications that require a very low loss
and low ddlay service to be delivered with a high probability. Throughput is of no primary concern
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for PMC gpplications. There is no requirement regarding the transport protocol employed by the
applications that want to utilize the PMC sarvice class — it is suited for TCP- aswell as UDP-based
goplications.

The requirement is that the gpplications are not greedy, i.e., they do not try to get hold of the total
available bandwidth but rather restrict themselves to some peek rate. The sending behavior may be

very bursty.
Candidate applications for the PMC service are:
“Transaction oriented” applications

Such applications produce short-lived flows that have only few packets to send and exist for
only few RTTs. Examples are HTTP requests or some kind of database query (SQL, DNS,
stock information, ...)

“Interaction driven” gpplications

Such applications produce non-greedy, low bandwidth flows that may live for along time (up to
several hours). The sending pattern is mogily driven by user behavior. Typicd examples are re-
mote logins (telnet, ssh, ...), chat-like gpplications (tak, irc, ingant messaging, ...), online games
and the like.

3.4.3 Motivation for separation of PMM and PMC service

The main reason for proposing two separate network services - both deding with eadtic traffic - is
due to the fact that adtic traffic can have very different and conflicting QoS gods.

- Some applications require a minimum goodput and are not concerned about delay. Packet lossis
only of concernin so far asit limits the maximum achievable goodput.

- Some gpplications, athough based on TCP, require a very low loss/ delay service. The max-
mimum achievable goodput is of no concern.

Therefore it is useful to offer two separate network services for those two classes of dastic traffic.
This enables a network operator to clearly design its network services with their respective QoS tar-
gets. Moreover it enables the enforcement of distinctive traffic handling mechanisms

As an outcome of thefirg trid it has been somewhat unclear whether two separate traffic classes are
needed to implement the PMM and PMC sarvice. Further smulations and measurements were run
to obtain a more precise understanding.
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4 Specification of traffic classes and of traffic control
mechanisms

4.1 Review of type of schedulers

4.1.1 Motivation for searching other scheduling schemes than PQWFQ

Currently, for the AQUILA network the PQWFQ scheduling agorithm, in ER as well asin CR, is
recommended (see Figure 6). The PQWFQ governs the access to the transmisson link (of C bps
capacity) of packets belonging to TCL1, ...,5 traffic classes, asiit is described in D1301 document.
In this scheme, the TCL1 dass is served with high priority while the rest of traffic classesis served
with low priority. Additiondly, the TCL2, ..., 5 traffic classes have access by WFQ agorithm with
the predefined values of weights.

TCL1
gog

TCL 2
goo

TCL 3
O Low priority

TCL 4
EII:II:II—O

TCL STD

EII:IEII—o

Figure 6: Currently investigated scheduling scheme — PQWFQ

Furthermore, for assuring QoS requirements, each of TCLi (i=1, 2, 3, 4) class has assgned a vol-
i=5
ume of capacity, say G, with associated buffer Sze B;, where é C £C.

i=1

As a consequence, the admitted traffic for a gven traffic class cannot exceed the assgned part of link

capacity. For this purpose, the adequate admission control agorithms, different for each traffic class,
were assumed and tested.

Unfortunately, the investigated PQWFQ scheme has at least the following breskdowns:

(2) It requires huge processing power due to WFQ agorithm, which requires time samping and list
reviewing. It gppears that this can cause serious limitations in effective packet processng, as it was
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reported in [D3101] document. These limitations affect rather the CR route than ER. In the case of
ER we have rather low speed links (2 Mbps, 10 Mbps) causing alimit for number of entering pack-
etsin unit time (even for small packets). On the contrary, the links of CR routers are usudly of high
speed (eg. 155 Mbps). Therefore, the number of packets has to be served by a CR router in unit
time can exceed the router cagpabilities when a WFQ familiar scheduler is used.

(2) The applied admission control (AC) rules do not take into account details of scheduling meche-
nism. The only information about network resources is the assgned link capacity and buffer size.

In this report we focus on the limitation (1) only. We concentrate on choosing equivalent scheduler to
PQWRQ, 4ill having ability for supporting traffic classes defined in AQUILA. This new scheduler
should be less complicated comparing to the PQWFQ and, therefore, should be effectively used in
CR routers.

Table 3: Comparison of potential schedulersfor AQUILA

Scheduler | Easeof im- | Fairness | Performance| Easeand | Supporting

plementa- | and protec- bounds efficiency of current

tion tion of AC AQUILA

TCLs

PQWFQ - + +- +- ++
PQ ++ -- +- - -
WFQ - ++ ++ ++ +-
WRR + + + ++ +-
PQWRR + +- +- +- ++

Excdlent: ++, Good: +, Acceptable: +-, Poor: -, Very poor: --

4.1.2 Specification for second trial

Taking into account test results presented in [AQTHS] and properties of particular schedulers from
Table 3 we suggest the following:

(1) To use PQWFQ scheduler in ER (eg. CBWFQ implementation in CISCO routers). This
scheme wel supports AQUILA architecture and performance degradation of ED is not criti-
cd (evenin the case of smdl packets).

(2) To use modified WRR scheme with deficit mechanism (and compare with the PQWFQ) in
CR routers (e.g. CQ implementation in CISCO routers). Let us remark that WRR mecha
nism without additiona deficit mechanism behaves unfair for packets of different szes. Addi-
tiondly, in CISCO GSR 12000 series routers we suggest to use MDRR scheduler

Possible gpplication of FIFO and PQ schedulersin CR routersisfor further study.
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4.2 Scheduling schemes
It has been recognized that the TCL 1 should be separated from TCL 2 because:

Its traffic will be composed by short packets (mainly voice packets) that could be dfected
by the longer packetsin TCL 2.

TCL 1 will in generd ddiver higher QoS, and its traffic should be highly protected against
misbehavior of AC in other classes.

In order not to meet such requirements, it would be desirable to separate the queuesfor TCL 1 and
TCL 2, and implement a 3-priority scheme (highest: TCL 1, middle TCL 2, lowest: TCL 3/4/STD
regulated by a WFQ).

On the other hand, in order to gain differentiation between TCL 3 and 4, it would be desirable to
Separate the queues for TCL 3 and TCL 4 in the WFQ scheduler, and to dynamically adapt the
weights to the actual amount of traffic in each dass.

In summary, the target scheduling scenario would be that depicted in Figure 7, in which the WFQ
weights are dynamicaly adjustable. The queue management schemes are the same of those for high
bandwidth links. According to the considerations discussed in previous section, the PQWFQ sched-
uler could be replaced by WRR. Anyway we will smply indicate the scheduler with WFQ heresfter.

TCL1
3-PRIORITY
scheduling
TCL 2
TCL 3 _@
TCL 4
TCL std

Figure 7 —ldeal scheduling scheme (with dynamic WFQ weights setting)

Unfortunately, the target scheme shown above is not feasible because of the following reasons:

the available equipment does not support 3-priority scheduling if WFQ is used, but only 2-
priority.

Page 27 of 105



\ | ST-1999-10077-WPL.3-COR-1302-PU-O/b2

A60| LA Specification of traffic handling for the second trial

AQUILA architecture does not currently consider dynamica (run-time) WFQ weight setting.

The solution to the first problem is to put the TCL 2 queue in the WFQ scheduler with a high weight
(close to 1). This has the effect to gpproximate an additiond levd of priority within the WFQ sched-
uler. Consdered that TCL 2 is drictly pesk rate limited (by the AC and by the drop-palicing), and in
case the AC is working properly, a high weight setting for such a queue does not result in the band-
width starvation by TCL 2 in the long term. Rather, it has the effect to give preference to the trans-
mission of TCL 2 packets in the short term. Remark that the same concept was dready used in the
design of the high bandwidth interface in D1301. Furthermore, note that with such scheduling scheme
(TCL 2 in WFQ) the maximum additional delay experienced by a TCL 1 packet due to the conflict
with a TCL 2/3/4/STD packet can be evauated as the transmission time of the longest possible
packet in TCL 2/3/4/STD. The same does not gpply for the TCL 2 packets, as the possihility exists
that the conflict with lower classes packets is larger than a single transmission time (TCL 2 is not
sarved with drict priority). This consderation strengthens the need for specid handling of long pack-
ets, as will be discussed in the section 7. In summary, we end up with the scheduling scheme shown
in Figure 8. This scheme is basically the same as was specified in D1301. The only differencesarein
the queue management / parameter setting scheme for TCL 3 and TCL 4, as discussed in section
4.3.

TCL 1
2-PRIORITY
scheduling
TCL 2
TCL 3
TCL 4
TCL std

Figure 8 - Scheduling scheme
(with static WFQ weigths setting)

The new AC scheme reaches a certain degree of inter-TCL resource sharing on the firgt link. Any-
way such sharing is not perfect. In facts roughly spesking we can Sate that:

the amount of used resources for TCL 1 and TCL 2 bascaly depends on Admission Con+
trol (non-reective traffic)
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the amount of used resources for TCL 3 and TCL 4 depends on WFQ weights setting
(reactive treffic)

AQUILA makes the commitment not to use dynamicd WFQ weight setting. This is primarily be-
cause most equipment does not support dynamic WFQ weight setting, and in case they do it is ex-
pected that packets are lost during the transitoryl. Also, it should be checked weather a run-time
weight modification could induce oscillaions in the reactive traffic (TCL 3/4). In this specificaions
we do not depart from the assumption of static WFQ weights configuration.

Due to the dtatic-weight assumption, it can be seen that whatever setting of such weights, in particular
those relevant to the queues for TCL 3, TCL 4 and STD (“lower classes’), imposes some restric-
tions on the distribution of resources between those classes. In other words, despiteit is possbleto
shift resources between TCL 1, TCL 2 and the “lower” classes TCL 3/4/STD as a whole by means
of the joint AC, the bandwidth repartition between such lower TCLsis subgantidly fixed.

4.2.1 Weights setting

There is a degree of freedom in the setting of WFQ weights on the links. Here follows guiddines on
how to choose the appropriate vaues. Default vaues for the relevant parameters are givenin Table
4. The bass of such weight setting are the long term expected traffic levelsin TCL 3, 4 and STD,
denoted respectively by Bseq Baep and Bsg,ep, While their sum will be denoted by Biow,exp = B +
Bsep + Bsdeq- Note that for each dlass the expected traffic level must be higher than the minimum
guaranteed bandwidth by policy, i.e. By, qqep ° Bsassagr- IN the following we will denote the

sum of weights for lower dlasses by Wiow = W3 + Wy + Weg = 1-Wo.

The fird step is to choose a value for w; closeto 1 (suggested 0.9). Then the values of wy (X = 3, 4,
std) must be set proportionaly to the expected values By o

B B
We — Pxeo W, = —22 (1. w,) (x =3, 4, std)
VV|OW aOWE(p ow,exp

Table 4 Default weight settings

Weightshigh bw | w>,=0.9 w3 = 0.033 wy = 0.033 Wgq = 0.033

1NOTE: an experimental activity is currently being carried on in WP 3.1 in order to test the feasibility of run-time
WFQ weights modifications. In case of fully positive results, the AQUILA assumption of static WFQ configura-
tion could be reconsidered. In that case the following specification of scheduling and AC for low bandwidth link
could be updated.
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4.3 Revision of queue management schemes

4.3.1 Queue management support for TCL 3 and TCL 4 traffic

The results of the firgt trid raised the following question: is it necessary to handle TCL 3 and TCL 4
traffic in two digtinct WFQ queues or isit possible to handle both within one WFQ queue while il
achieving the target QoS vaues? This question has been investigated in Smulations and messure-
ments. Both gpproaches showed smilar results and inaly led to the decison to stick to the gp-
proach of two distinct WFQ queues.

Theman findings are:

- The mgor advantage of the two-queue approach lies in the cgpability of providing a Sgnificantly
lower queueing delay for TCL 4 packets than in the one-queue approach.

- Moreover, the two-queue gpproach exhibits a better protection against misbehaving sources
than the one- queue approach.

- Asfar asthe drop probability for TCL 4 in-profile packets is concerned, a two-queue approach
enables far lower drop rates than the one-queue approach with the conventional WRED setting
(2 colours). If WRED is parameterized with 3 different colours (TCL 3/4 out-of-profile, TCL 3
in-profile, TCL 4 in-profile) it is dso possble to achieve a very low drop probability for TCL 4
in-profile packets. However, the TCL 4 in-profile packets till experience a high queuing dday.

The overdl recommendation is to handle TCL 3/4 traffic in two distinct WFQ queues as specified in
[D1301].

4.3.2 Revision of TCL 3 queue management

An implementation of TCL 3 has been carried out. The results are reported in [AQTHS]. The study
consdered the results of [SNT+00] dedling with token bucket marking for bulk-data TCP traffic.
The implications on the AQUILA handling of TCL 3 traffic are pointed out. It is proposed to inte-
grate the findings of [SNT+00] within the AQUILA traffic handling. An important result isthat more
atention has to be paid to the traffic conditioning mechanism for TCL 3. Traffic conditioning is akey
factor when trying to provide rate assurances for bulk-data TCP traffic. Moreover, traffic condition
ing must be tightly coordinated with the queue management strategy / parameterisation.

The revison of the WRED model specified hereafter is developed in accordance to the revised traf-
fic conditioning settings. Compared to the origind WRED modd it is a mgor improvement in terms
of “AQUILA-awareness’, easer configuration and lesser buffer requirements.

Please refer to section 4.4.2.3 for the details of the traffic conditioning mechanismsfor TCL 3.
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4.3.2.1 WRED Queue Management and parameter setting

The primary god of the WRED modd is to establish a scenario, where pdropo,: > 0 and pdropi, =
0. This gate can be achieved if the average queue Sze converges somewhere between the minimum
and maximum threshold for out-of- profile packets and the amplitude of average queue Size ostillation
israther amall.

The modd for setting RED parameters presented in [ZBFO1] achieves exactly such a convergencein
the case of best effort traffic (only 1 color). In order to enable a Smilar convergence behavior inan
environment where packets are marked with 2 different colors (in-/out-of- profile) the RED modd is
adapted.

With (W)RED queue management, the convergence point of the long term average queue size is
mostly dependent on the maximum drop probability parameter, denoted as maxp. This parameter
determines the aggressveness of dropping packets when incipient congestion is detected. In order
to establish an under-subscribed scenario with WRED, only packets marked as out- of- profile may
be dropped. Thus, for the WRED modd, the maxp parameter of the RED modd must be adapted
(increased) to achieve the same overdl drop probability. For this adaptation, some knowledge of
the expected out-share is required. As explained in [AQTHS this out-share may vary strongly over
time and is a parameter that is difficult to estimate. We have investigated the effect of this parameter
in abroad range of scenarios with the result thet it is feasible to choose a reasonable estimate.

As long as the admitted traffic stays below the admisson control limit, the setting of parameters for
out-of-profile traffic assures that convergence of the average queue Size is dways between the mini-
mum and maximum threshold for out-of-profile packets. It is thus not very critical how the thresh
olds for in-profile packets are set. In particular there is no need to drop in-profile packets for the
sake of congestion avoidance / control. It is therefore reasonable to sat the minimum and maximum
threshold for in-profile packets to the buffer sze. This effectively diminates any randomness and
provides for aminimum in the dropping of in-profile packets.

In the following, the totd mode for the computation of WRED parameters is given. It is a color-
aware extension of the RED modd [ZBFO01] that incorporates the model for setting wq as published
in [Fir00]. The WRED mode assumes roughly homogeneous round-trip-times. The parameters are
shownin Table5
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Table5 Parametersfor the WRED model

Par ameter meaning unit
C link capecity bit/s
N number of flows --
b number of packets acknowledged by an ACK -
(equals 2 if delayed ACKs are used, 1 otherwise)
d total propagation delay S
Psize average packet size bit
a constant 0.01 --
adapt constant 0.5 --
RTO retransmission time out S

The vdues for the congtants ¢, ¢,, C; in equation (2) are given in Table 6. The packet 9ze asinput
by the user of the WRED mode must be rounded to the nearest value of column 1, Table 6.

Table 6 Constantsfor equation (2)

packet size C1 C2 Cs
[Byte]
250 0.02739 0.7324 17
500 0.02158 0.5670 85
1000 0.01450 0.3416 46
1500 0.01165 0.09493 85

The equation system (1)-(3) has to be solved for minth, maxth and maxp with the help of equetions
(4)-(6). This requires some dgebra package that is cgpable of finding a numericad solution. A
WWW interface to the model can be found under [WA4RED].

N

L= 1)
* ®e * o) x 2O
RTT b maXp+RTO*rrin i3 3b maxpi max p Ql+8gmaxp27
3* adapt % 16* adapt 52* adaptg adapt g P

maxth- mnth=c,*C*RTT +c,* N +¢, 2
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m.nth:maxth- minth .
3
o C 4
psize
RTT = 2d +Minth+ maxth 5
2L
RTO = RTT +21 th”l’_max th ©
Then, w, can be calculated as (7)
Wq :1_ ad/l (7)
with the help of the equations (8)-(13).
max p
T2 8
2 )
2+b (8- p)  a2+b¢
w = o o
P +\/ Bp & g ©
. 1- 1- p)>A+@1- p)@- - PV 3) o
a(pw) =mind &&= P)A+{- p) VS - p"")o W
1- (1_ p) o
F(p)=1+ p+2p* +4p® +8p* +16p° +32p° (12)
| = RIT&w(p) +18+ LLW(P)F (PRTO o
e2 2 1- p
1
7T 13
L (13)
The buffer Szeis set as (14)
buffer size = 3mexth 14)

Finaly, the WRED parameters are set as specified in Table 7. All parameters except maxpin, max-
Pout, @Nd Wy (Which are dimensionless) are in units of packets.
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Table7 Final setting of WRED parameters

WRED parameter Output from above model
Minthgt = minth
Maxthout = maxth
MaxXPout = maxp
Minthy, = buffer size
Maxthi, = buffer size
Maxpi, = 1
buffer size = buffer size
Wq = wq

4.3.3 Revision of TCL 4 queue management

The [D1301, section 3.2.6] specification of the TCL 4 queue proposes to use WRED queue man

agement with two sets of (minth, maxth, maxp) — one for in-profile and one for out-of- profile pack-

ets. The choice of parameters is based on the quantitative RED modd proposed in [ZFBO1]. This
mode has been developed to optimize the behavior of RED with bulk-data TCP flows. To enablea
digtinction between in-/out-of- profile packets, the RED modd has been extended to aWRED modée

in [D1301] and this WRED modd is used to determine a parameter set for the WRED queue of

TCL 4. The configuration of the TCL 4 queue is ketched in Figure 9.

FIFO packet in l l in
JpOLHop bt Jil—o
buffer size T T
maxth,,, minth,

Figure 9: Configuration of TCL 4 queue - D1301 spec.
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This specification of TCL 4 queue management has some drawbacks. Background informetion is
given in [AQTHS]. It dso enumerates some reasons, why RED is rather counter-productive than
supportive for TCL 4 queue management. Findly, smulation results are shown to give evidence for
the above theoretica arguments.

4.3.4 New proposal for TCL 4 queue management

It is one main finding of [AQTHS] that a Smple two-priority TalDrop scheme is better suited to
handle TCL 4 traffic than a RED based mechanism.

TCL 4 traffic is subjected to a duad bucket conditioner where packets are marked as in- or out-of-
profile. There mugt, of course, be some mechaniam to differentiate between the two markings of
packets at the TCL 4 buffer of the router output port. The following gods should be met:

very low packet drop probability for in-profile packets

low ddlay for in-profile packets

forwarding of out- of-profile packets in times of sufficient capacity

strong protection againgt out-of- profile packets in the sense of
unacceptably high queueing delay for in-profile packets

unacceptably low buffer space remaining for in-profile packets which would result in an in-
creased dropping probability for in-profile packets

To reach these goals, it is proposed to use the following queue management mechanism (see Figure
10:

FIFO queue

2 different drop thresholds, one for in-, another one for out-of-profile packets
the drop threshold for out-of-profile packetsis very low.

the drop threshold for in-profile packets equds the tota buffer size.

dropping logic:

ariva of an out-of-profile packet: if the (ingtantaneous) queue size exceeds the OUT drop
threshold, the arriving packet is dropped; otherwise it is enqueued at the tail of the queue.

ariva of an in-profile packet: if the (instantaneous) queue size exceeds the IN threshold (=
totd buffer size), the arriving packet is dropped; otherwise it is enqueued & the tal of the
queue.
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Fgure 10 sketches the design of the new TCL 4 proposd:

FIFO packet

IN threshold OUT threshold
queue
DU Ui P o
inth =
et = f
buffer size minth =
maxth,,

Figure 10: Proposal for new TCL 4 queue management

The value for the OUT drop threshold should depend on the total buffer Sze and determinestheratio
of buffer space that may a most be occupied by out-of-profile packets. It should be in the range of
a few packets. The totd buffer sze should be high to enable large burds to be buffered without
packet |oss.

It is possible to enable such a queue management behavior with the equipment thet is currently avail-
able within the project. Therefore, one has to (ab-)use the WRED mechanism with the following
parameter set:

thresholdoy: = minth,y = maxthy:
threshold;, = minth,, = maxth,, = buffer sze
MaXPout = MaXpPin = 1

we=1

Although this gpproach employs the WRED mechanism it does not re-introduce the RED strategy.
Here, the WRED mechanism is solely used to achieve the desired TailDrop behavior with two differ-
ent drop threshold for in-/out-of-profile packets. The setting of the WRED parameters effectively
eliminates any randomness in the dropping behavior.

If the router equipment does not dlow the setting of minth equa to maxth this does not impose a
problem: in that case, maxth has to be et to the respective value and minth isto maxth-1 in order to
achieve the desired effect.

4.4 Revision of traffic conditioning

This section has a double purpose. As afirst step some guidelines are provided to proper configure
the traffic conditioner corresponding for each traffic class. Based on a specific traffic profile
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characteriang a resarvaion request beonging to a specific TCL it specifies how the traffic
conditioner (TC) should be configured.

In addition, based on the outcome from the trid a proposd is introduced for setting the default as
well as the maximum permitted vaues of a reservation request. That proposa will dso help as a
guideline for the mapping of any traffic profile to a specific NS, which will be redlised in the second
trid.

4.4.1 New specifications following trial outcome

The Aquila network is currently using the traffic conditioning mechanism shown heresfter for each
TCL:

TCL1: single token bucket as meter & dropper

TCL2: dud token bucket as meter & dropper

TCL3: sngle token bucket as meter & marker

TCL4: dud token bucket as meter & marker

The vaues in the following tables are an outcome of trid results. A first conclusion is thet there is
actudly no technical condraint to limit the maximum admitted peek rate of a TCL to a number, for
example for TCL1 equa to 200kbps. The only congraint is the sharing of a link between TCLs
based on performance issues for each TCL. Therefore, afirst gpproach provided for the mapping of
atraffic profile to a Network Service, is the determination of some rules for the maximum alowed
vaues of the parameters. New maximum alowed vaues are proposed for the traffic profile, which
arerddive to the Sze of link to achieve a better utilisation. The new vaues for maximum transfer unit
and bucket size are based on the packet size used by each gpplication.

Concerning the following tables, R gpplies to the maximum dlowed traffic for each TCL. Those
vaues are actudly determined by the sharing of alink between the TCLs.

= TCL1

Regarding TCL1, taking as input both the trid and the smulation results there is no necessity of im-
proving the dready defined traffic conditioning mechanism. Table 8 presents the proposed values-
default and maximum-for TCL 1.
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Table 8: Setting the maximum & default valuesfor TCL1

Parameter | Minimum | Maximum Default
admitted admitted
PR, 8kbps Ry 70kbps
my 40B M, 40B
M, n.a n.a 256B
BSP; 2000B n.a 2000B

The maximum alowed pesk rate should depend on the share of the link dedicated for TCL1. This
vaue oould be based on the congtraint that no more than, e.g. 10% of TCL1 traffic should be put on
alink. For example, if the link bandwidth is 5Mbps then R, = 500kbps. Also the peak rate should
be more than 8kbps, which is the minimum alowed vaue for the configuration of CISCO routers.

The packet Sze plays a dgnificant role in determining the end-to-end delay and consequently
determining the bucket size. A default vaue has been defined for maximum transfer unit, which must
be small, and should be further corresponding with each application specifying though an upper limit.
Concerning the BSPy, even though for TCL1 is proposed to be equa to My, BSP; can not be
configured less that 2000B, which is the minimum alowed vaue for CISCO routers.

In the trials experiments [D3201], the value of target Packet loss ratio was (10?) higher then the
target value assumed for PCBR service based on [D1301] (10°%).

= TCL2

TCL2 uses a dud token bucket, and the corresponding maximum permitted values as wdl as the
default values concerning a reservation request, are depicted in Table 9.

Table 9: Setting the maximum & default valuesfor TCL2

Parameter | Minimum | Maximum | Default
admitted | admitted
PR, 8K bps R, 2Mbps
BSP, 2000B e 2000B
SR, 8kbps PR, 200kbps
BSS, 2000B e 10000B
np 40B 256B 40B
M, n.a n.a 512B

Regarding TCL2 the pesk rate should have an upper limit equd to the bandwidth dlocated for this
traffic class, R. The value of SR, should have as an upper limit the vaue of PR,. Concerning the
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BSP, and BSS,, the same condraint applies, meaning that they can not be configured to CISCO
routers less than 2000B.

The vaue of the packet sze used by each gpplication, based on [D3201], influences the qudity of
the gpplication. On the contrary, the value of BSS, does not influence the packet loss as has been
expected. The end-to-end dday under different vaues of BSS;, is dmost the same. It's worth
mentioning, that under the same scenario, the average delay was 24.4 and 23.4 under vaues of
BSS,; 4000 and 15000 respectively. For the time being, there is actualy no reason changing the
traffic conditioning mechanism for TCL2. In the trids experiments [D3201], the vaue of target
Packet loss ratio was (10?) higher than the target value assumed for PVBR service based on
[D1301] (10™).

= TCL3
The corresponding values for TCL3 are depicted in Table 10.

Table 10: Setting the maximum & default valuesfor TCL3

Parameter | Minimum Maximum Default
admitted admitted
RRs; Ro Rs n.a
ms 40B M3 40B
M, n.a n.a 1500B

The traffic descriptor for a PMM request must contain only a single rate value RR.  This vaue
represents the “ Requested Rate’ that will be mapped into token bucket parameters according to 4.4.

The minimum vaue for the requested rate that can be admitted is Ry. Thisistherate that is achieved
by a TCP flow even if dl packets of the flow are marked as out-of-profile. If arequest with arate
smdler than Ry isreceived the flow must be rejected.

= TCL4

Findly, for TCL4 the setting of valuesis depicted in Table 11.
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Table 11: Setting the maximum & default valuesfor TCL4

Parameter Minimum Maximum Default
admitted admitted

PR, 8kbps R, 32kbps

BSP, 2000B na 2000B

SR, 8kbps PR, 24kbps

BSS, My 10M, 10000B
My 40B M 40B

M4 n.a n.a 1024B

The maximum admitted value of peek rate is equd to the share of the link dedicated for TCL4, R..
The vdue of SR, should be limited by the vaue of PR,.

The trid results showed that the packet loss objective is not met for TCL4, which means that the
target packet loss ratio for in profile packets is not guaranteed for greedy as well as non-greedy
sources. The measured packet loss rate for “in profile’ packetsis on the level of 102 - 10° whilethe
target packet loss is 10°. However, the messured throughput for multiple TCP streams submitted
into the PMC sarvice is reative with the vaue of declared traffic descriptor parameters and
caculated effective bandwidth value.

4.4.2 Rules for configuring the Traffic Conditioners

In this paragraph some guiddines are proposed for configuring the traffic conditioner gppropriate for
esch traffic class. That is, how the corresponding TC should be configured, based on a specific
profile. Given that a reservation request is characterised by (PRiow, SRiow (Whenever necessary),
Miaw), @8d belongs to a specific TCL, the appropriate TB should be configured.

4421 TCL1

The following equations show some rules for the configuring of the sngle TB for TCL1:
PR, = PRiow 1)

BSP;= X1 *M1= X1 * Muow  (2)

Setting the value of x; for the BSP; equad to 1 guarantees a good performance for TCL 1.

4422 TCL?2

Concerning the configuration of the dua TB for TCL 2, the following equations may gpply:

Page 40 of 105



\ | ST-1999-10077-WPL.3-COR-1302-PU-O/b2

A60| LA Specification of traffic handling for the second trial

PR, = PRiow ©)
B, = Xo* Ma=X2* Miow  (4)
Re= FRiwE PR ®)
BSS=yo* Ma= Yo * Miow  (6)

SR; is actudly defined to be dmost equd to the average transmitting rate. A default vaue has been
defined for BSP and is specified as BSP; = x;* M2, where M, is the maximum transfer unit specified
by the flow. Setting the vaue of X, equd to 2 guarantees a good performance for TCL2. BSS, can
be specified as:

BSS = y2*Mz= (PR, - SR,)*t (7)

where t is the time duration alowed for the flow to send traffic above the SR, with a maximum rate
equd to the PR; and it actually specifies the duration of the burst. From equation (7), the value of y,
is specified as:

2= (PR, - SR))*t/M, (8)

4423 TCL3

The token bucket parameters are calculated according to the TBM mode as specified in [SNT+0Q].
The achieved rate is not proportiond to the assured rate. This meansin practice that for some (low-
rate) requests the token bucket rate needs to be set lower than the requested rate, while for other
(high-rate) requests the token bucket rate must be set higher than the requested rate in order to en
able the ddivery of the required service level. [AQTHS] contains a figure showing the required token
bucket rate as a function of the requested rate for 2 scenarios.

As explained in [AQTHS], finding a reasonable estimate for pdrop,.: (from now on caled ) isa
difficult task. In generd, the redl p, will be either smaller or larger than its estimator. Both deviations
are harmful and deteriorate the performance of TCL 3. However, the impact of choosing an estima-
tor for p, that is smaler than the red p, creates more problems,

It is therefore proposed to pick an estimate for p, thet is (Amost) dways larger than the red p, be-
cause this type of error causes far less troubles. In this case, problems arise solely when requests of
sgnificantly different size (smal versus large requests) exist.

In the following, the formulas for caculaing the token bucket parameters are given. Table 11 de-
scribes the parameters and the corresponding units involved in the calculations. The RR; [bits/s] pa-
rameter from the request has to be transformed into R, [packets/s| by dividing it by M3* 8.

RR, [bits'g]

Rr ackets/s] =
eq [p ] YRT:
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Table 12: Token bucket parameters

Parameter M eaning Unit Value

A Token bucket rate packet/s -

Z Bucket size packet Constant: 40
Rreq Requested rate packet/s -

P2 Packet drop probahility for out-of - - Estimated: 0.1

profile packets
T Round-trip-time S Use RTT output
from WRED model

There exigts a minimum rate R, which is automatically achieved, even if A=0 and Z=0. The Admis-
son Control will rgect requests if Requested Rate < R, (see section 6.4.3).

M,*8 [ 3

Minmumrae R, = T T
2

The minimum reservable rate for the PMM service must be greater or equad to R, ! This condition
must be enforced by means of admission control.

Cdculation of token bucket rate A:
i 3 3w
iRy -——— Ry £—
A_{ M 2R P.T? a7 oT
=1 ..
.4 o] N
-I-ﬂéRreq_ 3 Z"‘ii Re >—
{ 3 T2 P, & 2T

Where W =[2(Z +1/ p,) + 2/2Z

Note that the Bucket size (Z) is set to 40 packets which equas 40*M; bytes. The computed A
[packets’s has to be transformed to SR [bits/s] by multiplying it with Mp*8. SR is used for
configuring the token bucket rate.

4424 TCL4
The following equations are used to configure the dua TB for TCL4, based on a given flow:
PRy = PRiow (11)

BSPs= Xs* Ma= X3 *Miiow ~ (12)
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SFRu= KRiow £ PR (13
BSSi=ya* Mu=VYa* Miiow  (14)

BSP, is specified in equation (12), where M, is the maximum trandfer unit and x4 should be equd to
2.

If we consder the worst case, then a PMC tréffic is like a ON-/OFF source with exponentidly
digtributed ON/OFF times; during the ON time (average ON time: a sec) the source sends less or
equd to the maximum treffic rate (PR) and during the OFF time (average OFF time: b sec) thereis
no traffic. Then apossble vaduefor SR isdefined as

a
K= PR *—— 15

R*— (19
BSS, is specified in equation (14) and determines the length of the burst of the flow. Therefore, the

time that aflow can transmit with PR, is specified as:

BSS,

t=————=— 16
PR, - SR, 4o

For an ON/OFF source thisis actua the time a, and consequently:
BSS,= (PR, - R)*a (17)

The following equation is deduced from equations (14), (15), (16):

a*b
a+b/ My

Ya = PRA * (18)

4.5 Specification of DS code points

4.5.1 General specification of DSCPs in AQUILA

A total of 7 DSCP vaues are needed to implement the AQUILA TCLs
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packet DSCP value- binary | notes
1| Best Effort 000 000 )
2| TCL1 001 001 )
3 TCL 2 010 001 )
4| TCL3-IN 100 001 )
5| TCL 3—OUT 011 001 @)
6] TCL4-IN 110001 2
7| TCL4-0UT 101 001 )

(1) Recommended vaue for default PHB (best-effort) [RFC2474, RFC1812]

(2) Recommended DSCP Pooal for / experimentation loca use, and possibly used for standardization

actions xxx X01 [RFC 2474].

According to the DiffServ standard [RFC 2474], dl the 6 bits of the DS field can be used by the
operators (up to 2=64 code values). The ones chosen for the AQUILA architecture are shown in

table above.

Note that in the AQUILA architecture, inter-routers control traffic (e.g. routing packets) are for-

warded in the same queue of TCL 4.

| DsCP

DSCP: differentiated services codepoint

1T currently unu=ed
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4.5.2 Class-Selector Compliant Specification (to be used in the trial)

packet DSCP value- binary | 0-2 bits | notes
in decimal
1| Best Effort 000 000 0 Q)
2|  TCL1 001 000 1 ©)
3 TCL 2 010 000 2 ©)
4| TCL3-IN 100 000 4 ©)
5| TCL 3-0OUT 011 000 3 ©))
6| TCL4-IN 110 000 6 (34
7| TCL4-0OUT 101 000 5 ©)
8 unused 111 000 7 (3

(1) Recommended vaue for default PHB (best-effort) [RFC2474, RFC1812)
(3) Uses the same numbering as Class Selector Compliant PHB [RFC2474, sec. 4.2.2]

(4) Same used for Sgndling traffic by cisco routers.
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5 Admission control mechanisms

In this section we provide a unified view of the AC process, both at the High BW (“Primary”) access
links and a the Low BW (“Secondary”) access links, and its relationships with the Resource Pool
mechanism and Policy criteria.

The novelty with the AC schemein D1301 can be summarised asfollows:
Introduction of Measurement Based AC

Introduction of inter-TCL resource sharing on the access link (also denoted as a joint inter-
TCL Admission Control or amply joint AC).

Clear separation of the various AC congraints (QoS on access link, QoS in the core net-
work, policy).

The reference scenario is depicted in Figure 11, where AL denotes an access link. The generic ER,
is leef of the RP which has CR; as father. When a flow request access to service to the ACA re-
sponsble for ER, (AC_Request), the ACA hasto check that:

1) the admittance of the flow isin compliance with the operator policy criteria (if any)
2) theflow will not cause congestion on access link AL;
3) theprovisoned limits for the rdlevant TCL in the core network link will not be exceeded.

The admittance of the flow is therefore subject to three different kinds of congraints. In particular we
can digtinguigh:

Policy constraints can be expressed in severd different forms. the most important are probably
the following two:

1) upper bounds to the bandwidth usage by asingle TCL

2) the commitment to dways kegp some minimum amount of bandwidth avaladle for some
TCL (included STD best effort), even in case of lack of requests for that class.

Note that policy congraints can have a significant role from a business perspective, and can
not be neglected by the AQUILA architecture. Anyway, their actud activation is a matter of
subjective choice by the operator. Accordingly, the position of the AQUILA architecture is
to support the implementation of base policy congraints (upper limit, minimum guaranteed)
for each TCL inthe ACA, but not to suggest any particular combination of policy parameters
by defaullt.
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QoS on access link constraints the respect of such congtraints should preserve the emerging of
congestion in any TCL on the access link(s) between the ER, and the CR (core network), so to
guarantee that the committed QoS targets are delivered in this section.

QoS in core network constraints during the provisoning phase, the AC Rate Limits (for each
TCL) are assigned to the dements at the edge of the network. The meaning of such limitsis to
prevent such ERs to inject more traffic into the core than can be supported by the core links.
Note that the maximum supportable traffic on core links do not necessarily equals the links ca
pacity, but could be aso related to some other congtraints dictated by the operator. As an inter-
esting example, one possible such congtraint could be not to load the core links with more than
50% of their capacity, for reasons related to network survivability and protection.

Res-Pool
Primary .~
access linkg’

Secondary
access links

Figure 11 — Reference scenario with Primary and Secondary access links

It isvery useful to digtinguish the congtraints relevant to the three above identified areas in the specifi-
cation. In the first trid the concept of AC rate limit was used to control both the QoS on the access
links and the correct provisoning on the core network. This may cause some problem and confusion
when working with the resource pools. The role of the resource poolsiis to redistribute the resources
related to the core network, and no confusion should be done with the resources on the access
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links?. Another drawback of first trid AC rate limit is that the gperator must aticaly dlocate the
resource split among the Traffic classes on the access links. By separating the access link QoS con
draints from the provisoning congrants the operator has the option to have a more dynamic sharing
of the resources between the traffic classes on the access links.

The separation of the three types of condraints leads to a cleaner specification with respect to first
trial gpecs and solves the identified shortcomings. With the new schemeit is possible to have:

- Moreflexibility in the handling of resource distribution among traffic casses for access links
- Policy condraints can be clearly expressed and implemented

- Higher utilisation can be achieved because the AC limits coming from resource pools are not
used aso to evaluate the QoS in the access links.

As depicted in Figure 12, the specification of the ACA dgorithms will be given assuming that three
different procedures will be performed in the ACA

QoS _Check: implements the congtraints that guarantee QoS is met on the access link.
Policy_Check: implements the policy condraints.
ACL_Check: checksthe conformity to the current AC Rate Limit (i.e. protect QoS in the core).

Congder the case that the new flow is compliant with the first two collections of congraints, but do
not meet the AC Rate Limit currently assigned to that ER for that TCL. In this case the new flow is
not immediately rejected, but rather the ACA will trigger arequest for more bandwidth to its RP fa-
ther, i.e. will try to increase its AC Rate Limit. Thus the RP dynamic is activated only if the scarce
resource is the bandwidth in the core, which is the only meaningful case.

The specific procedures for implementing the condraints (QoS Check, Policy Check and
ACL_Check) will be specified in section 6. These procedures take as input a set of rates (R;, Bj, T).
Theseraes, in turn are eva uated by the Compute_rates procedure taking as inpuit:

The declared Tspecs of dready admitted flows and the Tspec of the flow to be admitted.
Thisis expressed for the different traffic classes asthe sets{ D1}, { D2} { D3} { D4} .

The bandwidth measurements per TCL. Thisis represented by the M; parameters.

2 For example, consider an access link of 100 Mby/s. If the AC rate limit for TCL 1 is 10 Mb/s there are no QoS
problems in the access link and all the 10 Mb/s can be used. If the AC rate limit for TCL 1 is 80 Mb/s one should
take care not to use all this capacity for QoS problems on the access link. This cannot be easily taken into ac-
count with first trial admission control.
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Note that the M; parameter exigs only if for the class i a Measurement based gpproach is used.
Otherwise it is undefined and it is not used in the following procedures.

Note aso that the rates R and B are jointly used by the QoS Check and Policy _check proce-
dures, whiletherates T; are used by the ACL_Check procedure.

The scheme proposed in Figure 12 is quite generd and can be applied to both Declaration based
Admisson Control and Measurement Based Admission Contral. In particular, the choice between
DBAC and MBAC can be performed independently per each traffic class.

As shown in Fgure 12, the G rates (used by the Policy_check procedure) express the minimum
Guaranteed bandwidth to be reserved for TCL i. The L rates (used by the ACL_Check procedure)
correspond to the AC limits that were used in the D1301.

R,
no
R, QoS_check N
Ry yes — reject the flow
-
D} M " Re G,G,G;G, 4
1S 1 a B
IS 1 i
D1 M = r\B
o 2 2 POLICY_check QW
>
D} My gl /8 Ces
8 84 / L L.L
D, M
Dah M, ) T, 1L Lk,
no
T, |
T ACL_check /, no ask for more 8
3 \: resources to RP
T B yes yes
update {L;}

i {D;} = Declared Tspec of flows in TCL i

| M; =Measured (estimated) bandwidth for TCL i ‘

G, = Minimum Guaranteed bandwidth toTCL i (default G= O) » accept the flow
'Li =AC Rate Limitfor TCL i (given by provisioning)

Figure 12 — Overall scheme of the AC procedure for Primary Access Links

5.1 The case of Secondary access links

The AC defined in D1301 for high bw link was based on dtic link provisoning, i.e. fixed distribu-
tion of resource (bandwidth) between the TCL s, independently on the actud traffic demands. There-
fore the AC could be de-coupled for each TCL: this smplification is suitable for High Bw links, but
too inefficient for low bandwidth ones. To solve this problem, aready in D1301 it was recognised
that low bandwidth links need some specid handling.
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Note that in the AC provided in D1301 there was no distinction between the three kinds of con
sraints sketched above. In the light of the new AC scheme outlined in the above section, it is poss-
ble to present the Admission Control for high and low bw link under the same framework. The dif-
ference will bein the internd specification of the QoS _Check, Policy Check and ACL_Check pro-
cedures.

Let us consder how we can solve the issue of the interaction of AC for low bw links and resource
poals. Typicdly, low bandwidth ER (eg. ER 3.1, 3.2 Figure 11) will not be attached directly to the
core network, as the high bw ERs, but rather to an intermediate concentration stage. We assume that
such stage is able to perform AC, thus has an associated ACA, so we will consider that such nodeis
an ER. Thisis why the outgoing link in this case will be denoted as “ Secondary Access Link”. The
scenario is depicted in Figure 11 where ER 3.1 — to which the cusomer C; is attached — is con+
nected to ER 3 through alow bandwidth link SAL;.

In this case, the AC isrun in two sep:

1. thefirst ACA (responsiblefor ER 3.1) receives the AC Request from the customer and per-
formsthe AC on its output link SAL;, by checking:

compliance with the QoS condraints at the link SAL
compliance with the Policy condraints.
If a least one of such controlsfails, the flow is rgjected. Otherwise continue a step 2.

2. thefirg ACA forwards the AC Regquest message (unmodified) to the second ACA (respon
shlefor ER 3), which performsthe AC on its output (high bw) link AL3, by checking:

compliance with the QoS condraints at the high bw link AL3
compliance with the Policy condraints.
compliance with the AC Rate Limit congraints.

If the first two controls succeed but the third does not, the ACA will issue arequest for
more resource to its RP father. If the request is accepted, the flow is admitted, otherwise
isrgected. In any case the second ACA must return the decision to the first ACA.

Note that in this modd the policy congdraints are checked twice. This could be regarded asare-
dundancy. Nevertheless, we suggest to keep such double control for sake of robustness, to limit
the impact of possble incongstencies between the policy parameter setting at the first and a the
second ACA.

The AC scheme within the second ACA is the same discussed in previous section and given in
Figure 12. The AC scheme for the Secondary Access link) is given in Figure 13. It isonly asmplifi-
cation of the generd case, where:
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Thereisno ACL_check procedure
Thereisno interactions with RP father
An interaction with the second ACA is added

Further differences are hidden within the definition of the various AC congraints.

no
QoS_check <7\

G,G,G,G,

POLICY_check <”> no___ |

> reject the flow

A

]
9
©
=
[]
Q
>
Q.
IS
o
o

ask the primary ACA e

accept the flow

Figure 13 - Overall scheme of the AC procedure for Secondary Access Links
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6 Admission control algorithms

The Admisson Control (AC) mechanism plays the key role in providing Qudity of Serviceto traffic
flows in the IP QoS networks. Two approaches can be distinguished i.e. DeclarationBased
(DBAC) and Measurement-Based Admission Control (MBAC) methods. In the first gpproach, the
admission control decison is based exclusively on the parameters (descriptors) specified by a user
during its set-up phase. Typicdly the user traffic is characterised by token bucket parameters (usualy
by set of one or two token buckets parameters). This requires that the user should know a priori the
values of token bucket parameters. However, the results of first trid experiments points on some
difficulties in precise tuning of traffic descriptors for red gpplications (current gpplication are not “to-
ken bucket oriented” e.g. NetMeeting). Moreover the DBAC methods are usualy conservative in
resource alocation.

To cope with the above problems, in the second trid the M easurement-Based Admission Algorithms
will be implemented in addition to Declaration-Based Admisson Control methods. As a conse-
guence, a network operator will have the possbility to choose between the MBAC or DBAC meth-
ods. In case of DBAC gpproach we can further distinguish the Pesk Rate Allocation (PRA) and E-
fective Bandwidth Allocation (EBA) methods. In the firgt trid the PRA methods were used by de-
fault for low bandwidth links while the high bandwidth links used EBA or PRA depending on the
TCL.

Congdering the AC for the second trid (as outlined in chapter 5) we can digtinguish the following
cases where the AC dgorithms will be used:

Primary access link
Core network
Secondary access link
I nter-domain link

In the second trid, it will be possible to sdect the type of dgorithm (DBAC or MBAC) on per TCL
bass. However the type of available AC methods depends on whether the admisson is performed
for primary, secondary, core network or inter-domain case. The table below summarises the poss-
ble AC methods for primary and secondary access links.
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Table 13. AC methods available for primary and secondary links

PRA EBA MBAC
TCL1 X - X
TCL2 X X X
TCL3 X - -
TCL4 X X -

X-there exist method for given TCL

The TCL1 can use PRA or MBAC dgorithms. The TCL2 can use dl types of AC methods PRA,
EBA or MBAC. Remark that the current EBA method for TCL2 is equivaent to PRA when no mul-
tiplexing gan is possble. Despite this there will be possible to choose a priori PRA for TCL2 and
TCL4 (ingtead of the effective bandwidth mode). The TCL3 can only use PRA. Note that in case
of TCL3 the user declares requested rate. However we will consder the TCL3 AC as a specid
case of “peak rate dlocation” (due to the smilarities of admisson equations).

The admisson control for the core network rdays on limiting the amount of traffic the TCLs can en
ter into the network. The AC is done by comparing the actua volume of traffic with the assumed limit
(AC limit of given TCL). It assumed that the backbone network bandwidth is sufficient to the amount
of traffic up to the assumed limit with the required QoS objectives. Two AC methods can be distin-
guished in this case DBAC and MBAC (we will efer to these methods as traffic dlocation (TA)
methods). The table below summarises the possible methods for each TCL.

Table 14. Core network

DBAC-TA MBAC-TA
TCL1 X X
TCL2 X X
TCL3 X -
TCL4 X -

6.1 Admission control for access links

6.1.1 QoS constrains

The QoS congraints (formulas Q.1, Q.2 and Q.3) will be implemented by the QoS check box de-
picted on the Figure 12. The QoS congtrains aim to guarantee the QoS objectives on the access link
(primary or secondary nk). We assume that the capacity of the access link is dynamicdly shared
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between TCLs (inter TCL resource sharing). The extent to which the resources of the access link
can be shared depends on the configuration of the CBWFQ scheduler (the vaues of weights). The
new flow can be accepted if dl the following equations are fulfilled:

Br()+ 220 g Q1)
B () £—2(C- R*()- R2()) Q2
B () E—+(C- RE()- R2()) Q3

low

where the BY(.) denotes the bandwidth requirements of TCL i, while the R'(.) denotes the traffic
generated by the TCL i. Different types of AC agorithms @B*i(.) and R';(.) functions) can be =
lected for each TCL: % 1 {pa, &f, mb}, i=1,2,3,4.

6.1.2 Policy constrains

The policy condraints (equations P.1, P.2 and P.3) will be implemented by the POLICY _check
box depicted in Figure 12. The am of policy condraints is to provide a minimum guaranteed band-
width (G;, i=1,2,3/4) for each TCL. The new flow can be admitted if dl the following equetions are
fulfilled:

max( B (), Gy) + T2 BE; 0).Ca) g (P.2)
max( B (), Gy) £ —2-(C- max(RX(),G,)- max(R2 (), G,)) (P2)

low

W,

max( B (), G,) £ —(C - max( R*(),G)) - max(R2 (), G,)) (P3)

low

where the BY(.) denotes the bandwidth requirements of TCL i, the R(.) denotes the traffic gener-
ated by the TCL i and G; is the minimum guaranteed bandwidth for TCL i. Different types of AC
dgorithms (B;(.) and R";(.) functions) can be sdlected for each TCL: x T {pa, &f, mb}, i=1,2,3,4.

Equation P.1 ensures that if B is low (admitted traffic for TCL 1 is low), B cannot increase
preventing future acceptance of TCL 1 flows. Equation P.1 ensures aso thet if B, islow, B, cannot
increase preventing future acceptance of TCL 2 flows.

Equation P.2 prevents TCL 1 and TCL 2 flows to prevent future acceptance of TCL 3 flows.
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Equation P.3 prevents TCL 1 and TCL 2 flows to prevent future acceptance of TCL 4 flows.

6.2 Admission control for core network

The core network congtrains will be implemented by the ACL _check box depicted on the Figure
12. The admission contral for the core network aims to limit the amount of traffic that can be injected
by each TCL into the core network. It is assumed that each TCL can enter traffic up to the given
limit (AC limit). Each TCL is dedicated predefined amount of the core network resource (no inter
TCL resource sharing). The traffic injected by given TCL is denoted by T;(.) function. The flow can
be accepted if dl following equations are fulfilled:

T*OEL (A1)
Te()EL, (A2
T,5() £ L, (A3)
T EL, (A.4)

where L; denotesthe AC limit of TCL i, the T*(.) denotes the traffic generated by the TCL i. Gener-
dly different types of T9(.) functions can be selected for each TCL: % 1 {db, mb}, i=1,2,3,4 (see
Table 14 to check which method are possible for each TCL).

In generd the T; may be different from the R, (one can even use aDBAC approach for one R and a
MBAC for the corresponding T;). The default solution to be used inthetrid isto let T; = R.

Notice that core network must be appropriately dimensioned in order to guarantee the QoS objec-
tive of the TCLs. Thisis especidly important in case of variable traffic (eg. TCL2 and TCL4). There
must be enough resources in the core network to accommodate the variability of the aggregated traf-
fic stream.

6.3 Admission control for inter-domain link

Two solutions will be envisaged hereafter for the admission control dgorithms to be used in the inter-
domain links. For the purpose of the AQUILA second tria the solution 2 will be considered.

Solution 1 —joint AC

Br()+ 220 g c (1)

2

W;

B () £—=(C- R*()- R2()) (12)

low
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W,

B () £ —*(C- R*()- Ry () (1.3)

low
x 1 {pa, €f},i=1,2,34

Solution 2 — dedicated AC

R:()£L, (.1)
RE()EL, (1.2)
RE ()£ L, (1.3)
R“()E L, (1.4)

x 1 {pa, €f},i=1,2,34

6.4 Algorithms for Declaration Based Admission Control

Below we briefly recal the AC methods used in the firgt trid (more detailed description is given in
D1301) and show their implementation in the case of joint AC.

6.4.1 TCL1 traffic class

The TCL1 traffic dass is desgnated to handle CBR flows therefore the user traffic is characterised
by single token bucket parameters. peak rate (PR) and bucket size for peak rate (BSP). The BSP
vaues have to be smal enough to satisfy the condition for streams with o cdled negligible jitter. A
sream is sad to have negligible jitter if “it is better than Poisson” this means that its impact on the
network is better than that of a Poisson stream with the same mean load. This requirements states
thet the varigbility aggregate TCL1 traffic will never be higher then that of the corresponding Poisson
stream.

The admission control agorithm for TCL1 is based on the pesk rate dlocation scheme. Assuming
that each flow is characterised by pesk rate and that the aggregate TCL 1 stream has negligiblejitter,
the bandwidth requirements of the aggregate TCL1 stream can be expressed by the following for-
mula

Nacu

a PR
B() =—"— (B.1)

r TCL1
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where PR isthe pesk rate of the i-th flow, Nrc 1 isthe number of flowsin TCL1 dlass (induding the
new one if being admitted in this dass) and r1c.; is the parameter that takes into account the
variability of the aggregate TCL 1 traffic Sream.

Parameter 1 +¢ 1 can be dso interpreted as the maximum admissble load (target utilisation) of the
capacity alocated (or available) to flows of the considered type (see D1301). It takes into account
the QoS objectives of TCL1 class. If we assume that the TCL1 flows are adlowed to have some
vaiability (they are not ided CBR streams) the value of parameter r 1¢; can be cdculated from the
andysis of the M/D/1/B system (assuming Poisson stream as a worst case traffic pattern). If the
TCL1 flows are ided CBR streams the r 11 can be caculated form the analysis of ND/D/1/B sys-
tem. Note that in the second case, depending on the available buffer sSze, the target admissible load
can be equd to 1. The buffer sze of TCL1 should be dimensioned taking into account the delay re-
quirements of TCL 1.

The traffic generated by TCL 1 class can be expressed as the sum of the flows peak rates (in case of
ether pesk dlocation or traffic alocation for core network):

Nscu

R*()=R"()=a PR (RI)

i=1

Table 15: DBAC parametersfor TCL1

Parameter Description Default value

PR, Peak rate of i-th flow -

NtcL1 Number of flows in the TCL1 class (including new one) -

I TeL Target utilisation for TCL1

6.4.2 TCL2traffic class

The TCL2 treffic dass is desgnated to handle VBR flows therefore, each TCL2 flow is character-
ised by double token bucket parameters. peak rate (PR), bucket size for peak rate (BSP), sustain-
able rate (SR) and bucket sze for sustainable rate (BSS). Because only very smdl valuesof BSP are
alowed the worgt case traffic pattern for a flow of the TCL2 class can be assumed to be of the
ON/OFF type. Two admission control agorithms are possible in case of TCL2: the effective band-
width and pesk rate dlocation.

In the TCL2 class the recommended admission control method is based on the notion of effective
bandwidth. Recal that the effective bandwidth characterises the amount of link capacity required to
sarve given flow with gppropriate QoS. Generdly the vadue of the effective bandwidth depends on
link capacity, buffer sze, mix of submitted traffic and assumed QoS level. Assuming the REM multi-
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plexing scheme (see D1301) the effective bandwidth of the ON/OFF source is the function of its
peak rate (PR), sustainable rate (SR) and the link capacity (Crey2):

jaxSR(1+3z(1- SR/PR)) if 3z£ min(3 PR/SR)
Eff (PR, SR, Cyq.,) =  axsR(L+322(1- R/PR)) if 3<32° £ PR/SR

0 axPR otherwise
where
a=1- log,, Post2) and 7= - 2log,, Ross2)
50 Cs/PR

Note that the methodology described above does not take into account BSS vaues. This is caused
by the fact that we assumed REM multiplexing scheme that is not designated to absorb burst scale
congestion. In such case the vaue of BSS vaues have little impact on the packet loss or delay.

The bandwidth required by aggregate TCL2 stream can be expressed as the sum of effective band-
widths of the TCL2 flows:

BY () = & Eff(PR,SR.Cra,) ®2.)

i=l

where PR and SR are the descriptors of th flow, Nrc» isthe number of flowsin TCL2 class (in-
cluding the new oneif being admitted in this dass) and Crc, isthe multiplexing capacity (link capac-
ity in some cases).

The implementation of effective bandwidth requires the knowledge of link capacity Crcr» (more spe-
cficdly, the portion of link capacity that can be usad to multiplex TCL2 flows). To smplify the for-
mula B.2.1, in the condgdered scheduling scheme, we assume that Crci» constitutes the rest of the
whole link capacity not currently occupied by the TCL1. In the case of the joint AC the bandwidth
available for TCL2 may change dynamicaly depending on the temporary configuration of admitted
flowsin TCL1. Therefore the effective bandwidth has to be recadculated each timethe TCL1 flow is
accepted or departs from the system.

Assuming no datistica multiplexing between TCL1 and TCL2 the bandwidth requirements of the
TCL 2 aggregate stream can be calculated from the following relation:

B () = NngEff(PR SR,C- BX()) (82.2)

In case of peak rate alocation dgorithms the bandwidth requirements of the aggregate TCL2 Stream
have to be caculated according to the formula B.1 (in the same way as for TCL1):
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N66L2
a PR
BP()=—-L — (B.2.3)
r TCL2

The r 1cL» parameter takes into account the QoS objectives of the TCL2 class. In most caseswhen
the SR vaues are lower than PR for the mgority of the flows this parameter set equal 1.

The traffic generated by TCL 2 class can be expressed as the sum of the flows sustainable rates (in
case of ether peak dlocation, effective bandwidth dlocation or traffic alocation for core network):

RP() =R ()=RP() = éius% (R2)

Table 16: DBAC parametersfor TCL2

Parameter Description Default value

PR Peak rate of i-th flow -

SR Sustainable rate of i-th flow -

NtcL2 Number of flows in the TCL2 class (including new one) -

C Link capacity -

rtcz | Target utilisation for TCL2 for pesk rate alocation scheme 1

6.4.3 TCL3 traffic class

The TCL3 traffic class is desgnated mainly to handle TCP greedy flows. The user traffic of TCL3
classis characterised by the Requested Rate (RR). The token bucket rate (SR) and size of the token
bucket (BSS) are caculated on the basis of the value of the requested rate, according to the specifi-
cation in section 4.4.

The am of admission control in TCL3 classis to provide throughput guarantees to the TCP flows on
the RR levd.

The admission control dgorithm for TCL3 dlassis generdly very smilar to the method proposed for
TCL1. Therefore, this method can be considered as a specid case of pesk rate alocation. The re-
sources required by a single flow are expressed by the greater value of the token rate (SR) and the
requested rate (RR).
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The following relation gives the bandwidth required by the aggregate TCL 3 stream:

4 m(R,RR)
By () =—= r (B.3)

where SR is the token rate of the i-th flow, RR is the requested rate of the i-th flow, Ntc 3 isthe
number of flows in TCL3 class (including the new one if being admitted in this class) and r +¢ 3 isthe
over-dlocation factor. The am of the over-dlocation factor is to take into account the possible mul-
tiplexing gain between the higher classes (TCL 1 and TCL2) and the TCL4 class. The over-dlocation
factor “guarantees’ that the TCP greams will be adle to get ther RR rates (limit the utilisation of
bandwidth available to TCL3 class). The default vaue of this parameter is set equal to 0.9.

Additiondly to bandwidth guarantees, the TCL3 flow requires some level of buffering space. The
admission control agorithm guarantees at least one packet of buffer space for each flow by ensuring
the following condition (this condition is rlevant only when accepting flows form TCL 3 dass):

NTCL3 < Bu.I:TCL3

The new flow of TCL3 can be accepted only in case the RR is greater (or equa) than the minimum
reservable rate Ry:

RR3 R,

The traffic generated by TCL3 class can be expressed as the sum of the maximum of flows sustain
able rate and requested rate (in case of either peak dlocation or traffic alocation for core network):

RIE() = RP() = & ma SR RR) (R3)
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Table 17: DBAC parametersfor TCL3

Parameter Description Default value

SR Sustainable rate of i-th flow (token rate) -

RR; Requested rate of the i-th flow -

NtcL3 Number of flows in the TCL2 class (including new one) -

I tcLs Over-dlocation factor 0.9

Ro Minimum reservable rate -

Bufrc 3 | Buffer space for TCL3 -

6.4.4 TCLA4 traffic class

The TCLA4 traffic class is dedgnated to handle TCP nongreedy flows. In this case the traffic corre-
sponding to each flow is characterised by double token bucket parameters (asin case of TCL2).

The proposed admission control agorithm for TCL4 belongs to the methods based on the effective
bandwidth notion assuming RSM multiplexing scheme. In this method the traffic is characterised by
three parameters (PR, SR, MBS), where MBS s the maximum burst Sze submitted with the PR rate

_BSS*PR
PR- Sk

The effective bandwidth of the flow of class TCL4 can be caculated as follows;

i PR*T i
Eff (PR SR.C,o ,) = MaXj SR, y
b 1 Buf e 4 /Cropa +Té

where T= MBSPR, Crc4 isthelink capacity, Bufrc 3 is buffer size dedicated to TCL 4 traffic.

The bandwidth required by the aggregate TCL4 stream can be expressed as the sum of the effective
bandwidths of TCL4 flows divided by some over-dlocation parameter:

NBCLA

a Eff (PR ' SR 7CTCL4)
B () == (B.4.1)

r TCL4

where PR and SR are the descriptors of ith flow, Nrc4 is the number of flowsin TCL4 class (in
cluding the new one if being admitted in this class), Crci4 isthe multiplexing capecity (link capacity in
some cases) and 1 1¢. 3 IS the over-dlocation factor. The am of the over-alocation factor isto take
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into account the possble multiplexing gain between the higher classes (TCL1 and TCL2) and the
TCLA4 class. The default vaue of this parameter is 1.

The practica implementation of effective bandwidth requires the knowledge of link capacity Crcy4
(more specificdly the portion of link capacity that can be used to multiplex TCL4 flows). However in
case of the joint AC the bandwidth available for TCL4 may change dynamicaly depending on the
temporary configuration of admitted flows (from TCL1 and TCL2). To cope with this problem the
effective bandwidths of the TCL2 streams have to be recdculated each time the new flow from
TCL1 or TCL2 isbeing admitted or departs from the system.

In case with gatistical multiplexing between higher classes (TCL1 and TCL2) and TCL4 the band-
width requirements of the TCL4 aggregate stream can be caculated from the following relation:

B (PR, R e (C- RY()- REQ)

B ()= low (B.4.2)

r TCL4

In case of peak rate dlocation agorithms the bandwidth requirements of the aggregate TCL4 stream
have to be calculated according to the formula B.1 (in the same way asfor TCL1).

N6C L4

a PR
S — (B.4.3)

r TCL4

The traffic generated by TCL4 class can be expressed as the sum of the flows sustainable rates (in
case of elther peak dlocation, effective bandwidth adlocation or traffic dlocation for core network):

NBCL4

RPO) =R () =R"() = a R (R4)
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Table 18: DBAC parametersfor TCL4

Parameter Description Default value

PR Peak rate of i-th flow -

SR Sustainable rate of i-th flow -

NtcLa Number of flows in the TCL4 class (including new one) -

C Link capacity -

Wy Scheduler weight for TCL4 0.033
Wiow Sum of scheduler weights for TCL3, TCL4 and STD 0.1
Bufrc 4 | Buffer space for TCL4 -
I tcLa Over-allocation factor 1

6.5 Algorithms for Measurement Based Admission Control

The Measurement-Based Admission Control (MBAC) agorithms were developed to take into ac-
count red traffic carried in the network. It gppears that it is hard for a user to precisdy specify the
values of traffic descriptors a the beginning of the connection. Declaring lower vaues of traffic de-
scriptors than the submitted traffic can cause undesired traffic losses due to the policing mechaniam.
On the other hand, values of traffic descriptors greater than submitted traffic Smply leads to network
under-utilisation. In addition, the traffic descriptors are defined in the form of token bucket parame-
ters, which are hard to fix by the user. As a consequence, since the user is usualy uncertain about the
vaues of parameters characterisng his traffic, he chooses rather greater vaues than are redly
needed. Even in the case that the user is @ble to fix histraffic descriptorsin accurate way, the charac-
terisation of traffic by token bucket assumes so called worst case traffic pattern, which can be quite
far from rea submitted traffic. Therefore, one can expect that the DBAC methods are rather conser-
vative, in most cases leading to network under-utilisation. Recdl that these methods were proposed
for the firg trid in AQUILA. Now, the intention for the second trid isto investigate the usefulness of
MBAC methods.

Notice, that the concept of traffic descriptors based on token bucket was originally designed for
dreaming traffic and is not so suitable for dagtic traffic. For instance, the nature of TCP traffic (the
mgority of Internet traffic) is difficult to capture by token bucket mechanism, since any policer action
could change the traffic pattern. Therefore, the token bucket mechanism is rather for traffic partition-
ing for guaranteed (minimum required) and excess additiona (non-guaranteed) throughput.

Two generd types of MBAC dgorithms can be distinguished:

Methods based on link measurements. the parameters corresponding to aggregate or indi-
viduds flows on given link (or set of links) are measured. In these dgorithms the admission
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control decison is separated from the measurement process. In principle, these agorithms
are smilar to the DBAC methods in that they use some parameters of the offered traffic to
cdculate flows resource requirements. The main difference is that these methods obtain traf-
fic descriptors from measurements rather than declarations.

Methods based on flow probing: the parameters corresponding to the flow being admitted
are measured (traffic probing). These dgorithms are inherently based on distributed per flow
measurements. In these agorithms the admisson control decison is drictly related with
measurement process.

The methods based on traffic probing are well suited for distributed environment however they are
more complicated in implementation. With these methods either the probing agent has to be build
into the user application leading to the security concerns or the probing agent has to be implemented
by additional hardware (workstation) co-located with edge device. Moreover the probing traffic has
to be separated from the dready accepted traffic within each traffic class what would complicate the
desgn of AQUILA scheduler scheme. Taking this into account the methods based on the link-
oriented measurements are proposed for the AQUILA project, as they are smpler in implementa
tion. The mos refined link oriented methods are based on the estimation of the rate of the offered
traffic to the link. However this process requires frequent polling of router satistics (in the order of
milliseconds). This frequency cannot be achieved with software based measurements agent. Taking
this into account the smpler methods that are based on mean rate estimation are proposed for the
second trid of AQUILA project asthey can operate with less frequent router polling mechanism.

6.5.1 What we can expect from the measurement AC?
By applying effective MBAC agorithms we expect the following:

1. Smplification of traffic declaration. The lesson from the firg trid is such, that it is hard to
specify accurate parameters for real applications (e.g. for NetMesting), other than peak rate.

2. To take into account red vaues of traffic carried by the network. This should give us better
network utilisation (more accepted flows), since the red traffic can be quite far from this
what is declared.

3. To capture stochastic nature of the user traffic, more accurate thanit is possble with DBAC
(the description of traffic by determinigtic parameters). The excellent example is the mean
rate, which isthe most important parameter, can not be exactly described by token bucket.

Summarisng, the MBAC comparing to DBAC dgorithms should be more efficient. Especidly, the
advantages of MBAC will be more significant in the case of essentid differences between traffic dec-
larations and thiswhat is observed in the network.

Notice that the MBAC dgorithms are equivalent to DBAC agorithms in the case when the user
submits maximum traffic ill in accordance with traffic declarations.
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6.5.2 What parameters to measure?

The measured parameters could effectively support the decisons made by the ACA. These parame-
ters should capture the stochagtic nature of the traffic. From practical point of view, the number of
measured parameters should be limited. The most interesting for us parameters are these
corresponding to the offered traffic.

The parameters of interest are the following:

1. Mean rate. This parameter is the most important, Snce it determines the link (network) utili-
sation.

2. Rae variance. This parameter says about short term traffic fluctuations and has essentia im-
pact on the maximum traffic that can be admitted satisfying QoS requirements. Let us remark
that the mgority of traffic is rather of varigble bit rate and as a consequence the observed
traffic fluctuations are Sgnificant.

For the purpose of the second tria, we focus on the mean rate measurement only for supporting AC.
The measurement of variance is more difficult and is left for further study.

6.5.3 Mean rate measurement algorithm

Gengdly the link-oriented MBAC methods require measurements of offered traffic rate to the link.
This can be redised by measuring average traffic rate in amal time intervas. The accuracy of rate
estimation depends on the length of sampling interval Tsampiing. LONger sampling interva causes that
some information about variability of traffic is lost and the quality of rate estimetion is lower. How-
ever the mean rate estimation does not required smal sampling intervas (as for example variance of
the treffic rate).

We assume that the traffic rate of given TCL is measured by counting the number of bits submitted to
the network (Edge Device) by appropriate flows in each sampling interva k. Denote the rate esti-
mate in sampling interva k as X(k). The mean offered rate could be caculated by averaging the rate
samples X(k) over some number of sampling intervals:

Mea(k) = & X (k-1 @

i=1

The parameter K is the number of sampling intervas used for mean rate estimation and condtitutes
the measurement window.
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Table 19: Parameters of mean rate estimation procedure

Parameter Description Default value

K Number of sampling intervals used for mean rate estimation 10
(measurement window)

Tsampling Duration of sampling period (sampling interval) 60 sec.

6.5.4 MBAC algorithms for streaming traffic

The streaming traffic is considered to be open loop controlled (cannot adapt itself to the state of the
network). Each streaming flow is characterised by a set of parameters describing its bandwidth re-
quirements. Once aflow is accepted, the network is responsible for serving dl digible traffic (i.e. the
traffic thet is in compliance with traffic contract) with assumed QoS. In the context of AQUILA the
TCL1 and TCL2 traffic classes are proposed for streaming applications. The MBAC methods pro-
posed below try to estimate the bandwidth requirements of the TCL1 or TCL 2 traffic on the basis of
mean rate measurements.

6.5.4.1 MBAC algorithm for TCL1

The heurisic MBAC caled “measure sum” [COST] is proposed for TCL1 class. This dgorithm
ams to keep the measured aggregate utilisation of the bandwidth assgned for TCL1 traffic below
given limit. The bandwidth requirements of the aggregate TCL 1 stream is expressed by the following
formula (together with the new flow characterised by peek rate PR.ay)

PRe tM est(1)

r TCL1

B () = (B.1.1)

where My IS the estimate of mean rate of the aggregate TCL1 traffic, and r rc.1 IS the target
utilisation for TCL1. The PRy, is present only in case the new flow is being admitted in this class.

The r tc 1 parameter corresponds to the target utilisation for TCL1 class. It should be st in taking
into account variability of the user (traffic model) and the target packet 10sS (Pioss1)) for TCL1. As-
suming that the aggregate user traffic can be modeled as Poisson stream (in the worst case) the
I rcLy parameter can be caculated from the andyss of the M/D/1 system (in a Smilar way as in the
declaration-based AC). The r t¢ 1 parameter can be aso adjusted by measuring the Piosy1) (Or other
parameters related to the queue Size) in the automatic way (automated calibration process).

The above scheme can lead to admission of large number of flows arriving to the system one after
another in very short time because the rate of the new flows in not accounted in the mean rae
estimation. To protect againgt such Stuation the following refinement of the equation (B.1.1) is pro-
posed:
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M
PR., +Q aPR™ + M,
B"() = (8.12)

r TCL1

The refined method keeps track of the previoudy accepted flows by ageing out the declaration about
the peak rate of the reservations made in the previous M periods. The PR} is the sum of dl re-
quested (and accepted) resources (the sum of flows peek rates) in period i. After admitting new flow
its requested rate PR, is added to the period i=1 (PR, (after reservation) = PR, (before res-
ervetion) + PRy,). The ageing period Tageng Can be set equa to the sampling period used in the
mean rate esimation.

The parameter a (ageing weight) is calculated in the following way:

'
- |-

a =e

wheret isaparameter that specifies how quickly the previoudy made reservation are forgotten (their
peak rates).

Note that the usefulness of formula (B.1.1) or (B.1.2) depends on the pattern of arrivals on the call
level. Thisisfor further sudy.

The traffic generated by the TCL 1 class can be expressed asfollows:

M
leb () =M + é. a;PR* (RI)

i=1

Table 20: MBAC parametersfor TCL1

Parameter Description Default value
PRv | Resources requested by new reservation, this parameter maps to the -
PR declaration
Taeng | Duration of ageing period for previousy made reservations 60 sec.
M The ageing window, number of ageing periods Tageing 10
t Ageing constant, specifies how fast the reservations are forgotten ?

rreia | Target utilisation for TCL1 ;
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6.5.4.2 MBAC algorithm for TCL2

The AC method based on Hoeffding bound [COST] is proposed for the TCL2 class. This method
edtimates the mean rate of the offered traffic based on the measurements while the variability of the
traffic is determined on the basis of declarations about flows peek rates. In this scheme the band-
width requirements of aggregate TCL 2 stream is given by the following reation:

g NBCLZ

B;°() =PRy, + My, +,/5 @ PR’ (B.2)
i=1

P
where Mey(2) IS the measured mean rate of the aggregate TCL2 traffic, g is a parameter depended on
target packet 10ss (Pioss(2)) in thefollowing way g=-10g (Pioss(2)) @d Nrci 2 is the number of accepted
flows in TCL2 class (excluding the new one). In case of TCL2 dass the PRy, parameter corre-

sponds to the pesk rate of the new reservation. The PRy, IS present only in case the new flow is
being admitted in this class.

This method is accurate in the case where the peak to mean retio for each flow is not very high, eg.
on the level of 2-3 and the peek rateis a smdl fraction of link capacity. For greater values of pesk to
mean ratios this method becomes conservative.

The traffic generated by the TCL 2 class can be expressed as follows:
mb °M aggr
R ()=Mgp ta aSR % (R2)
i=1

The a; is calculated as describe in the previous chapter. The SR, has ana ogous meaning as PR,
incaseof TCLL

Table 21: MBAC parametersfor TCL2

Parameter | Description Default value
PRrew Resources reguested by new reservation, this parameter mapsto -
the PR declaration
PR Peak rate of already accepted reservation i -
NrcL2 Number of already accepted reservation -
Tageing Duration of ageing period for previoudy made reservations 60 sec.
M The ageing window, number of ageing periods Tageing 10
t Ageing constant, specifies how fast the reservations are forgotten ?
Ploss2) Target packet loss ratio for TCL2 10*
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The profit we can get by usng MBAC (comparing to DBAC) isillugrated in Figure 14.

PR=6.1Mbps, m=0.66Mbps, Ploss=10-2

—<—DBAC (TCL2), C=620
""" MBAC (Hoeffding), C=620
—&—DBAC (TCL2), C=50

— - — -~ MBAC (Hoeffding), C=50

Link utilisation

SR/m

Figure 14. Comparison of MBAC and DBAC

Notice that the efficiency of MBAC is evident in the case when SR vaues are more than twice mean
vaues. Anyway, it seems tha this usudly takes place when burdtiness coefficient (defined as
PR/mean) islarge.

6.6 Exemplary implementation scenarios

This section presents exemplary implementation scenarios for QoS check assuming peek rate aloca-
tion, effective bandwidth alocation and MBAC methods. Note that different combinations of PRA,

EBA and MBAC methods are aso possible.

6.6.1 QoS _check for peak rate allocation scenario

In this scenario we assume that al TCLswill use the pesk rate dlocation agorithm. To admitted new
flow dl the equation must be fulfilled. The traffic descriptor of new flow (RR, PR or SR) is added to
the appropriate sum. Note that the SR parameter is used in case of TCL3 however we will refer to
this scheme as peak rate dlocation.

N60L1 Ng:Lz
aPR aPR
S 4= gC (Q.L1)
r TCL1 W2r TCL2
N6CL3
a max( R, RR) Nxcw Ntz
£ EeC- APR- 4 RS (Q12)
r TCL3 VV|OW i=1 i=1 7]
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N

aPR

- guPR AR l Q13)

i=1

r TCL4 WI ow

Ther tc 1 and r ¢ 2 parameters have to be setup according to the QoS requirements (packet 10ss)
of given traffic dass. The settings of 1 ¢ 3 and 1 ¢4 parameters mugt additionally take into account
the possible statistical multiplexing gains between TCL 1,2 and TCL3,4. Notice that thereis no etis-
tica multiplexing between flows from TCL1 and TCL2 (as well between TCL3 and TCL4).

6.6.2 QoS _check for effective bandwidth allocation scenario

In this scenario the TCL2 and TCL4 classes will use the effective bandwidth. This scenario is
equivalent to the firgt trid AC approach (DBAC), except that now the joint AC is assumed. To ad-
mitted new flow al equation must be fulfilled. The traffic descriptor of new flow (RR, PR or SR) or
its effective bandwidth is added to gppropriate sum. We will refer to this scheme as effective band-
width alocation (even though some traffic classes use peak rate alocation).

6C L1

acu N L2 a PR
a PR a Effre (PR, SR, C- r—)
o N L £ C (Q.2.1)
VoL W,
6CL3rna(( R )
a_l S% % 6CL1 BZLZ "
©C-aPR-a SR < (Q22)
M os Wiow i=1
N e Ng:u CL2
a Eff o, (PR, SR, . W o MNgu N2 g
i= Wow 2 6 g 4 gc- aPR- asRz(Q23
M roLa low i=1 .

Notice that the values of effective bandwidth need to be recaculated each time the configuration of
flows in rdevant TCL changes (in case of TCL2 the effective bandwidth have to be recaculated if
the number of TC1 is changed, in case of TCL4 the effective bandwidth is recaculated if the number
of flowsin TCL1 and TCL2 changes). If we do not trace the dlocation changesin rdevant TCLsthe
effective bandwidth for each flow and TCL have to be recaculated for each new reservation re-
quest.

The settings of 1 1c.3 and r 1cL4 parameters must additionaly take into account the possible Setistical
multiplexing gains between TCL1,2 and TCL34. The r 1¢.1 takes into account only QoS in the
TCL1class.
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6.6.3 QoS _check for MBAC scenario

In this scenario we assume that TCL1 and TCL2 will use the MBAC methods. As in the previous
cases to admitted new flow al equation must be fulfilled. Note that classes TCL3 and TCL4 use
DBAC methods. However we will refer to this scheme case as MBAC scenario. For smplicity we
omitted the parameters of new flow. Its declaration has to be added to appropriate equation
depending from which TCL the request comes.

g aggr _tcll g NEFLZ 2
Mw(l)"'a.aiPRigg_ M + EaPR.
=1 = £C (Q.4.1)

+
VM rein W,
NBct_s
a max(SR,RR) " y 5
= £—¢C- Mgy - a a PRI Mesiz) - a a SR = (Q3.2)
I s Wow € i=1 i=1 [}
NBCLA W4 M aggr_ tcll OM aggr_tcl2 0
a EffTCLA(PR'SR’_{;% B Mest(l) - a aPR - Mest(z) - a asSk 9= %
i=1 Wow e i=1 i=1 g ¢
I rcla (Q'3'3)
M M .
W, é% _ Mest(l) _ é a PRaggr_tcll _ Mest(2) _ é aiSRaggr_tclzg
Wow € i=1 i=1 o

The settings of 1 1c.3 and r 1cL4 parameters must additionaly take into account the possible Satistical
multiplexing gains between TCL1,2 and TCL34. The r ¢ ; takes into account only QoS in the
TCL1class.

6.6.4 ACL_check

6.6.5 ACL_check for DBAC scenario

In this section we present the AC formulas for ACL check with DBAC approach. Note that ACL
check assumes dedicated resources without statistical multiplexing between traffic classes. In order o
admit the new flow only the equation for its TCL have to be fulfilled. The traffic descriptor of new
flow (PR or SR) is added to appropriate sum.

NaCLl
aPREL (A.11)
i=1
NBCLZ
aREL, (A.1.2

i=1
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N gous
a max( SR,RR,) £ L, (A.13)
i=1
BCLA
AREL, (A.14)

i=1

6.6.6 ACL_check for MBAC scenario

In this section we present the AC formulas for ACL check with MBAC approach (in case of TCL1
and TCL2). In order o admit the new flow only the equation for its TCL have to be fulfilled. The
traffic descriptor of new flow (PR or SR) is added to appropriate sum.

My - a a PR - £ |, (A.2.1)
Mesz) - a aSR™-"? £1, (A.2.2)
N s
a max(SR,RR) £ L, (A.2.3)
i=1
6CL4
AREL, (A.2.4)

i=1
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7 Traffic handling specification for Low Bandwidth links

7.1 Problems with Low BW link in first trial

The provison of QoS through “low bandwidth links’ was identified as an interesting issue by the op-
erators. In D1301 specifications were given about the implementation of TCLs on such links, in par-
ticular the packet handling mechanism and the AC criteria. It was recognised in the firg trid period
that that solution was affected by the following problems:

The impairment due to long sized packetsin TCL 3/4/STD onto red time traffic (TCL 1/2) per-
formances was not faced. Even if TCL 1/2 packets are served with strict priority over the rest of
the traffic, such priority is not pre-emptive. The additional dday component on the prioritized
packets due to the transmission of alower priority packet iS Lnad/C, where Liyisthe maximum
packet Sze of aTCL 3/4/STD packet. In absence of any preventive actions, such packets can
be as long as 1500 bytes, which on a 512 kbps link resultsin an additiond delay of about 23.5
msec. Conddered that ared time flow could traverse a low bandwidth link at the ingressand at
the egress of the network, and that additiona delay component are presents (queuing dday, la-
tency delay within the router, etc.), this vaue could not be acceptable.

. Transmisson of long sized packets in TCL 2 could degrade the performances of TCL 1, aslong

as they share the same queue. Remark that problems | and 11 should be kept distinguished, de-
spite they are both related to long packet size.

. Thereis the risk of scarce differentiation between TCL 3 and TCL 4, as they share the same

queue.

the AC formulas did not prevent a TCL from using the whole link capacity, thus starving the fu-
ture traffic of other TCLS.

7.2 Special handling of long packets in low bw links

It is recognized that long packets sent in lower classes can impair the delay experienced by TCL 1
packets up to an unacceptable extent. This is due to the fact that the priority scheduling is not pre-
emptive, and gpplies to both Full and Reduced scheduling schemes. There are various viable solu-
tions to address this problem:

a) Packet fragmentation through appropriate MTU at the IP level. The feagibility of this so-
lution depends on the specific router equipment: in facts the long packets must be frag-
mented before being queued at the output interface of the ER, i.e. ther at the router in-
put port. Wether thisis possible depends on the specific router. If thisis not possible, an
dternative could be to st the limiting MTU on the equipment which is found before the
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ER (Customer Premise, CP) in case that it is managed by the operator. Note that thisis
only meaningful if the link connecting the CP with the ER is a high bandwidth link.

b) Packet fragmentation and interleaving at the underlying levd (eg. PPP). Thisisonly pos-
sbleif the underlying technology on the low bandwidth link support such capahiilities.

) L et to the customer the responsability to avoid sending long packets, by specifying in the
SLS that delay guarantees for TCL 1/2 are provided conditionally as long as no long
packet are sent in none of the TCL (included best-effort ). This solution requires that the
packet size is monitored by the network operator for verification.

d) Specify inthe SLS two levels of ddlay guarantees for TCL 1/2: depending on wether or
not long packet are sent by the customer (e.g 50 msec / 100 msec without / withlong
packet sending). This solution dso requires that the packet sze is monitored by the net-
work operator for verification. Furthermore, can complicate the SLS.

€) Police and drop the long packet in any TCL (included best-effort !). Of course excess
packet sze dropping must be included in the SLS. This solution requires that the opera-
tor equipment is able to police the packet Sze.

As it can be seen, the viahility of each of such solutions strictly depends on factors like i) the avall-
able equipment and technology, ii) the access configuration, iii) the business modd iv) the users pref-
erences. Because of that, for sake of generdity the AQUILA architecture can not choose any of
such solutions in the specifications. The choice of the more gppropriate option amidst those listed
aboveis|eft to the operator.

In particular, in any of the above solutions it is important to define weather a packet must be congd-
ered aslong or not a agiven interface, i.e. to define asize limit above which the packet is devised as
“long”. We propose to congder as“long” if its tranamission time a the interface exceeds a fixed limit
Dmax Which is chosen by the operator (suggested value: D = 8 msec).

Packet fragmentation on low bandwidth links can cause problems because of additiond overhead
caused by additiona headers on the fragmented IP packets. If fragmentation is done after the router
policer and before the scheduler, the bit rate of the incoming traffic to the policer is smaler than the
outgoing bitrate from the scheduler. This means that the actual produced treffic is greater than the
policer dlows. This should be taken care with the AC formulas. AC should know when fragmenta-
tion is used and then adjudt it's admission limits accordingly.

Note that the formulas given in section 6 are given for the case that no IP levd fragmentation is per-
formed.
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7.3 Summary of “Low Bandwidth” concepts applicability.

In this section we briefly discuss the range of applicability of the above introduced concepts, with
reference to the link capacity. In facts under the labe “QoS on low bandwidth” different concepts
are embedded, with different gpplicability ranges.

1. Two-seps AC and no interaction with RP
2. Specid handling of long packets (see discussion in section 7.1)
3. Pesk Rate Allocetion (i.e. no satistica multiplexing searched for TCL 1, 2, 4)

The firgt point gpplies whenever an ER is not directly attached to a CR but to a further ER with an
associated ACA. AQUILA assumes that such configuration mainly applies when the first ER has an
associated output link of low bandwidth, so that the second ER acts as a concentrator. In case of a
low bandwidth link directly connected to the CR, such item does not applies.

The second point only applies if the link capacity is less than 1500* 8/Dpa, considered that in prac-
tice IP packets are natively limited to 1500 bytes. If we assume Dy = 8 msec as suggested, the
problem of specid long packet handling only applies below 1.5 Mbpslink capacity.

Peak rate dlocation (point 3) could be abandoned if the conditions for statistical multiplexing apply,
by smply modifying the definition of the R counters defined above. This can be done independently
for each TCL. In particular:

peak rate alocation for TCL 1 could never be abandoned, due to the high QoS target of
such class

peak rate alocation for TCL 2 and TCL 4 could be abandoned — in favor of effective
bandwidth or better MBAC scheme - if the ratio between the link capacity and the typicd
flow szeislarge (in the order of 30).

It can be seen that with the specification given in this ddliverable AQUILA extends the gpplicability
of its concepts and architectures to alargely broader range of cases than that allowed by the former
specificationsin D1301.
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Figure 15 — Reference applicability scenario for low bandwidth concepts
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8 Specification of provisioning mechanisms with feedback

8.1 Control loop from measurement to initial provisioning

8.1.1 Introduction

In the current Aquila RCL, AC decisons are taken independently at individua ingress and egress
ERs based on assgned AC limits. AC limits control the traffic volume thet is alowed to pass an ER.
Traffic is admitted up to the AC limit regardiess of its destination (ingress AC) resp. source (egress
AC)3. Asaresult AC cannot control resource utilisation inside the network. Only provisioning takes
care about resource utilisation of core routers. Provisoning uses traffic forecadts to estimate traffic
volumeson dl links. If red traffic differs form forecasts, then some links will be overloaded and QoS
targets will not be met. To avoid these QoS problems provisoning control loops must be used to
adapt AC limits, RP limits and WFQ weights to actud traffic demands.

Control loops conggsof:
measurements of traffic volume and distribution to egress ER
recaculation of AC limits and WFQ parameters based on actud traffic measurements
decison whether to use the new AC limits and WFQ parameters or not
digribution of new vauesto ACAs and RCASsif necessary
Control loops:

control resource utilisation ingde of core networks and adapt AC limits and WFQ weights to
avoid QoS problems

shift resources between TCLs

Hereafter, section 8.1.2 investigates the need for provisoning control loops. Section 8.1.3 shows a
proposed architecture for the provisoning control loop which is described more detailed in D1202.
Section 8.1.4 describes dgorithms which estimate resource demands and calculate the provisoning
parameters AC limits, RP limits and WFQ weights.

3n case of p2p AC aflow will be admitted, if both ingress and egress AC accept it (TCL 1, 2, 3). In case of p2a
AC ingress ACisthe only one that is asked and has to accept (TCL 4).

Page 77 of 105



\ | ST-1999-10077-WPL.3-COR-1302-PU-O/b2

A60| LA Specification of traffic handling for the second trial

8.1.2 Re-provisioning

Question:

Do we need control loops for provisoning?
Problem:

The current AQUILA AC can control resource utilisation at the network edge only (RPs extend this
control to traffic collecting / distributing trees close to the network edge). Current AC is not able to
control resource utilisation in the inner core of backbone networks. This can cause QoS problem
through overloaded links / nodes.

Currently the provisioning procedure in D1301 caculates AC limits using traffic distribution matrices
(normalised traffic matrices) that describe traffic forecasts. If during network operation red traffic
departs from the traffic forecast that was used for provisoning, then QoS targets will not be met be-
cause of overloaded links.

Possible Solutions;

Provisoning control loops thet adapt AC limits to actud traffic conditions which are difficult to
be forecasted and change.

Over-provisoning covering the worst case.

Bdief that traffic is sufficient stable and accept a smdl probability for QoS problems. A smdl
probability for QoS problems means that QoS problems will arrive with asmall probability only.
But when QoS problems arrived then they will sand for along time. If ared large number of
user is atracted by new information or services causing congestion, they will not be served within
some seconds.

MPLS can mitigate QoS problems, but is not a solution. The advantage of MPLS is that traffic
streams can be forced to take different routes very easily in the case of congestion. This can pre-
vent the need to change AC limits or WFQ weights. But re-routing is possible in the limits of
available resources only. So resource needs gill have to be estimated and resources alocation
may not meet real needs. Re-routing of traffic around congested areas even can arise new cor-
gedtion. Findly to re-route traffic via MPLS a smilar control loop is heeded to detect problems
and free resources and to calculate better routes. So we end with a control loop anyway.

QoS-routing can mitigate QoS problems, but is not a solution. QoS-routing can be used to re-
route traffic around congested aress like MPLS. But re-routing is possible in the limits of avail-
able resources only.
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So either our provisoning procedure in D1301 has to be changed to worst case provisoning or the
AQUILA RCL has to be complemented with a control loop for re-provisoning.

Example 1

See Figure 16. Numbers show link capacities in Mbps which are needed for a certain traffic class
according traffic forecast. Less than 10% of ingress traffic of ER 1 is expected take ER 2 as egress
inthisexample. Let AC limitsa ER 1 and 3 limit ingress traffic to amaximum of 100 Mbps. In case
of p2p AC with an egress AC limit of 100 Mbps at ER 2, at least 100 Mbps are needed at the link
between ER 1 and ER 2 to carry worst case traffic load. 100 Mbps are needed at any link between
ER 1 and ER 2 to carry worst case traffic load. Taking the 4 egress links atogether 400 Mbps are
needed to be equipped for each worst case (al traffic uses asingle link).

In tota the accumulated capacity of dl 4 egresslinks of ER 1 has to be between 100 Mbps, whichis
the minimum, and 400 Mbps, which is the worst case. Even if an ISP ingdls twice the capacity
needed according the forecast to be able to stand traffic fluctuations, this is still a factor two apart
from the worst case. This example shows, that the over-provisioning can be huge. In generd worst
case over-provisoning is hard to be estimated. It depends on ingress and egress AC limit and on
network topology. The issue of generating and evauating reasonable numbers for example topolo-
giesisdiscussed in [AQTHS).

S
20
100 20
——— ERL
d0
ER2 %
AP

%{) ER3

Figure 16: Fragment of a core network.
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Figure 17: A network example.

In the example shown in Figure 17, just a single edge router is connected to each core router to indi-
cate the network topology. Equa routing link weights are assumed, so routing will use shortest hop
counts. Thelink from CR 5to CR 1 hasto carry 3 traffic streams as indicated.

Let AC be alowed to accept up to 1 Mbps at each ERin Figure 17.

In case of equd traffic distribution (traffic preads to al egress ER equdly) 0,6 Mbps are needed
between any pair of CR.

To cover the worst case 2 Mbps are needed between any pair of CR.

In this exemplary case over-provisoning ratio is 3,3 (worst case resource needs divided by opti-

mized resource needs). Of course 0,6 Mbps gives no room for any traffic fluctuations. So an ISP will

ingal more than the minimum capacity. And the worst case may be unlikely to happen. But thereisa
great amount of BW that can be saved with a control loop and again only a study on generic topolo-

gies and bandwidth demands like the one discussed in [AQTHS] can yield reasonable estimates.

Example 3

In case of p2a AC (not egress AC) worst case egress traffic at any ER in Figure 17 is5 Mbps. That
makes worst case provisioning not acceptable.

Are there any reasons to assume that traffic forecast can be wrong or traffic will change?
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There are anumber of reasons thet make traffic forecasts very difficult:

changes in inter-domain routing outside the network of an ISP can redirect large traffic streams
(modified or new SLAS, new |SPs)

new gpplications
new services
no experience with QoS traffic in 1P networks

daytime dependent traffic streams

A remark on control loops:

An ISP must measure offered traffic and resource utilisation in its network in away smilar to control
loops anyway to be able to manage QoS provisoning and network growth.,

8.1.3 Provisioning Control Loop Architecture

Figure 4 shows a possible architecture of a provisoning control loop in form of building blocks and
their co-operation. The agorithms that map resource demand measurements to the provisioning pa
rameters AC limits, RP limits and WFQ weights and will run ingde these building blocks are de-
scribed in section 8.1.4. Implementation issues are described in D1202.

The proposed provisoning control loop has the following maor parts:

Forecast (yellow):

Provisoning is kesed on traffic forecagts. Each time provisoning is executed it will determine AC
limits, RP limits and WFQ weights based on a demand forecast. In the first verson conservetive re-
source demand estimation functions are assumed and their output is used as the traffic forecast for
the next provisioning period.

Traffic Measurement and Resource Demand Estimation (orange):

Measurement functions use information provided by AC functions smilar to the proposd in 8.2, see
bottom of Figure 18. BW used for reservations is measured per ER, if possible per ER pair. Further
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blocking frequencies are measured. Based on these measurement vaues a resource demand traffic
matrix which shows estimated BW demand for each ER pair and a blocking frequency matrix which
shows estimated blocking probability per ER pair are generated.

Provisioning (blue):

Provisoning should change AC limits, RP limits and WFQ weights as infrequently as possble. Esti-
mated resource demands and blocking frequencies are compared with forecasts to determine if re-
provisoning is required. If estimates exceed forecasted vaues which serves as thresholds provison
ing will be executed.

It is proposed to split provisoning in 3 consecutive steps and an additiona control block. ‘ current
load’ of each link and ‘resource partition’ to TCLs are mgor results that have to be calculated on
theway to *AC limits, ‘RP limits and ‘WFQ weights which are the find ouicome.

Link ‘capacities, ‘partition policies, ‘RPs and ‘ scheduling policies are further inputs used to calcu-
late the provisoning parameter.

The find provisoning step is to digtribute the new AC limits, RP limits and WFQ weights to the go-
propriate components and to make them work.

User Interface:

Of course a user interface is needed to get required input, to display proposed changes and reasons
to a network adminigtrator and to control the provisioning control loop.
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Figure 18: A control loop for re-provisioning.

8.1.4 Algorithms

The agorithms of the PCL that process raw measurement data to demand estimations and map them
to the provisioning parameter AC limits, RP limits and WFQ welghts are described in this section:

estimation of blocking frequency per TCL and ER

egtimation of BW demand per TCL and ER pair
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cdculation of provisoning parameter AC limits, RP limits and WFQ weights from demand and
blocking estimations

cdculation of BW demand per TCL for each link
bresk down of available BW to TCLsfor each link
computation of WFQ weights

computation of AC limits

computetion of RP limits

It is not clear until now, if WFQ weights can be adapted online during network operation. This will
be tested. The dgorithms defined here are a first solution, which will be further refined, if judified by
the result of these tests on online WFQ weights changes.

Goals

Adaptation of AC limits, RP limits and WFQ weights to red resource needs to avoid QoS problems
and optimise resource utilisation.

Condtraints

(1)

(I1)

Resources

Available network resources are given and fixed. Given network resources are expressed in
link capacities, i.e. BW. Provisoning cannot increase available BW. It is assumed thet there
is sufficient BW available in genera and that a partition of the avallable BW into individua
sharesfor TCLs and ER that fits to resource demands has to be determined only. Thisis be-
cause AC limits and WFQ weights depend on BW partition and a mismatch can yields high
blocking probabilities or QoS target violations. Thus a mismatch can result in lost revenues
for the network operator and unsatisfied customers.

It isfurther assumed thet thereis sufficient BW available for each TCL, even when BW shar-
ing policies (see below) are applied.

Time Scde of Adaptation:

We assume that demand shifts that cause provisoning to adapt WFQ weights and AC limits
occur infrequently only. May be resources have to be shifted between TCLs twice a day
when most people start and end working, due to a shift in user behaviour. May be there are
infrequent demand shifts that require re-provisoning in the order of days due to sngle events
or long term trends.
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@y  Satic Inner Core:
There is an inner core thet is static and BW assgnment cannot be changed by a PCL there.
Re-provisoning takes place in traffic collection and distribution areas near the network bor-
der only.

(V) LowBW links
Low BW links are not controlled by a PCL.

Symbols
Indices
S

n

I

Variables

L PCL

c(n)

c,0)
")

S

C'(n)

c.(n)

1{1, 2,3, 4,5} index used to indicate a TCL
index used to indicate alink (dl links are unidirectiona here)

indices used to indicate ER (an ER can be an ER or aBR here)

st of linksthat are to be controlled by the PCL

cgpacity of link n in Mbps
Itisassumed that C(n) isthe available link capacity after a safety margin which re-
serves some link capacity for severd reasonsis taken away. Thisis for smplicity.

share of link n that is designated for TCL sin Mbps
minimum share of link n that must be designated for TCL sin Mbps
maximum share of link n that can be designated for TCL sin Mbps

dill avalable BW a link n after BW needs of dl TCLs are taken away,
should be® 0 according to constraint (1) above

bresk down of C"(n) into sharesfor al TCLs,

5
withO£c.M)EC Q) and § c.(n)=C ()

s=1
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¢.0)

d(, j.n)

a(i,J)

share of link n in Mbpsthat will be used for TCL saccording AC limits and traffic dis-

tribution forecadt,
C.() £ c (n) because C (n) takes bottlenecks between ingress and egress ER into

account

T [01] fraction of the traffic which is forwarded from ER i to ER j that is routed via
link n, depends on routing protocol, link states and link weights used for routing

available BW in Mbps for traffic of TCL sthat enters the network a ER i and leaves
a ER|

ACL*(i) AC limitin Mbpsfor ingress AC of traffic of TCL sthat entersthe network at ER i

ACLZ™*(j) AC limit in Mbps for egress AC of traffic of TCL sthat leavesthe network & ER j

b

9.(i,J)
w,([n)
ES7*(Kk)
ES(K)
F"(k)
FT=(k)

r(,k)

maximum alowed blocking probability for TCL s

edimation of additiona BW needed to baance high blocking frequencies

WFQ weight for TCL sfor link n

st of ER for which ingress AC limits il are to be determined in iteration step k
st of ER for which egress AC limits ftill are to be determined in iteration step k
st of ER for which ingress AC limits were determined in iteration step k

st of ER for which egress AC limits were determined in iteration step k

totd BW demand in Mbps for TCL s on link n of dl ER in EM*°(k) resp.

Measurements and Estimates

ag(i, j)

F-SingreSS(i )

()

measured or estimated resource needs in Mbps for traffic of TCL s that enters the
network at ER i and leavesa ER |

estimated BW demand for TCL sfor ingresstraffic entering the network & ER i

estimated BW demand for TCL sfor egresstraffic leaving the network at ER |
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Bsi”gm(i) measured blocking frequency for TCL sfor ingresstraffic a ER |

Bsegr&‘s( j)  measured blocking frequency for TCL sfor egresstraffic a ER |

Control Parameters
b BW increment factor

g scheduling policy, see section 3.2.2 of D1301

BW Demand M easur ement

BW needs between each pair of ERs has to be determined for each TCL o {1, 2, 3, 4}. These val-
ues are needed:

to know where BW can be taken from, if some BW shares have to be increased
to control BW assgnmentsfit to traffic load ingde the network.

BW demand egtimations should be based on AC functions in the ACAS, because only AC knows
how close reservations are to the limits. RP agorithms can be used to estimate BW needs (Lesky
Shares for example), in the same way as they contral the size of AC limits through request and return
of BW in RPEs. Request and return of BW are only virtud in the BW demand estimation process.
They increase and decrease estimated BW demand but do not shift BW. A parameter setting that
yieds infrequently changing, conservetive estimates should be used.

BW needs of ER pairs can be estimated directly if DBAC isused for TCL 1, 2 and 3. Thisis not
feasbleif MBAC isused. In that case measured ingress traffic can be broken down to ER pairs ac-
cording egress traffic measurements:

=) — ’r‘segreSS(j) ~ingress;
as(I’J)_Wrs (i) 1)

k

using ingress BW demands 7,""**(i) and egress BW demands 7.°"*(j) , which are etimated with
aRPE dgorithm.

BW needs of TCL 4 hasto be estimated in a similar way using measurements at egress ER, because
p2a reservations are used in this TCL. An MBAC process is attached to each egress ER for that
purpose. It feeds a BW demand estimation process based on a RP agorithm. But periodic demand
notifications have to be used, because no AC request nor release will arrive here.
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As aresult the BW demand estimation process yields the estimated BW demand a,(i, j) for each
ERpairand TCL o {1, 2, 3, 4}.

Blocking Frequency M easurement
Two counters are used to measure blocking frequencies:

N, (S:1) counts AC requests
N4 (s,i) countsrejected AC request is

As indicated by parameter s and i, individua counters are used for each TCL and ER. Of course
there are different counters for ingress and egress AC too. But an additiond index is omitted here for

smplicity.
If a counters reaches a certain threshold

N (S1) =N orn(si)=N, 2

then blocking frequency is estimated

©)

Static Inner Core

If there is a gatic inner core where a PCL should not change available BW per TCL, then use the
following BW sharing policies

cM(n)=c*M) 4)

for those links.
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Provisioning, Step 1

If any estimated blocking exceedsits limit

b,"*=(i) +b*=(j) - B/ *=(1)b*(j) > b, (5)
ford {1,2, 3} and

b,"re(i) > b, (6)
then run provisioning step two, because this indicates a performance problem.

Remarks:

Blocking limits are defined per TCL here. This can be extended to blocking limits per ER egslly.

An implementation of (5) should use a two steps to reduce the communication overhead. Only if lo-
- ~ b : . :
cd limits, eg. b.,""*(i) £ 75 , areviolated, a second check using both ingress and egress meas-

urement valuesis needed.

If the estimated BW demand for any ER pair exceedsitslimit
a,(i,]) >a(i.}) @)

then run provisoning step two, because this may indicate a performance problem.

Provisioning Step 2

Cdculate blocking frequency baancing factors

g.(i, J) =1+ b xmax(0, b"*=(1) + b¥=(j)- b,) ®
for TCL & {1,2,3}

g,(i, j) =1+ b Xmax(0, b""™(i) - b,(i)) ©)

for s==4
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Calculate BW needsfor each TCL o {1, 2, 3, 4} for each link ni Lpc,

E.n) =max(c{"(), & d.i, )g.(i, A, ) (10)

i
BW needsfor TCL 5 are determined through BW sharing policies only
() =c5""(n) (11)
According condraint (1) BW sharing policies should be met
C.(n) £ci™(n) (12)

If BW sharing policies are not met, then a network administrator has to take some actions which are
beyond the provisioning method described here according to constraint (1).

Again according congtraint (1) per TCL BW needs should sum up to vaues below available link
BW. Sowith

c'(m)=ci)- ac.n) (13
should be
C'(n)32 0 (14)

If these conditions are not met, then a network administrator has to take some actions which are be-
yond the provisioning method described here according to constraint (1).

Bresk of C™(n):

Next step isto bresk free BW C’ (n) into additional shares for each TCL

Of£c.M)EC () (15)
with
ac.)=c( (16)
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WFQ weights need to be adapted, if reations of link shares % has to be changed for any pair

of TCLsr,d {2,3,4,5}.

There is no need to change WFQ weights, if basically the share of TCL 1 has to be changed while
link share relaions of the other TCLs are the same

c,()+c.m) _c.n)
c.(m+c() c)

(17)

forsri{2 3 4,5}.

May be some smdl deviations which are due to the positive variance of traffic measurements can be
accepted. Thisisfor further study.

Equations (17) and (16) yield alinear sysemfor s, r1 {2, 3,4, 5} for each link nl Lpcy. If it can be
solved within the congtraints of (15), then WFQ weights can be kept. If there is no solution WFQ
weights have to be adapted.

To check if there is such asolution first calculate TCL index m with

Nm —_ CS
o T e ) (19

Dependency of link n isomitted for smplicity here. Then a solution exigts if and only if

g ,C ~ \
a (C—’"Cs -C)EC (19)

s=2 m

for dl linksn.

Calculation of bresk of C™(n) in the case that (19) does not hold:

c.(n) = W) (20)
3

forsi {2, 3, 4} and

c;(n)=0 (21)
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Cdculatefind BW partition per link

c.(n) =&,() +c.() (22

In the case that some WFQ weights have to be adapted run provisoning step 3 firg, configure &-
fected routers with the new WFQ weights, run provisoning steps 4 and 5 and configure afected
ACAs and RCAs with the new AC and RP limits.

In the case WFQ weights can be kept skip provisoning step 3, run provisoning steps 4 and 5 and
configure affected ACAs and RCAs with the new AC and RP limits.

Provisioning, Step 3

Compute WFQ weights
é5 c ()
w,0) = g-28)_ viith o [1,min( 2,4 23)
8 c, ) c0)
w,0) = (- wy) =2 (24)
acm)

=~
I

3

Where g is atuning parameter according D1301. D1301 suggests g [1.5, 2].
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Provisioning, Step 4

Compute available end-to-end BW per ER pair and TCL.

AC limits are determined through severd iterations. Let k = 1, 2, ... be the current iteration step and

gart with
k=1
Initidise st of ER for which AC limits have to be caculated

ENoes(k) ={i|i isingress ER}

Cadlculate demand per link and TCL

k)= & add jng.,iad.j

il EDOresS(k)

If forany TCL sal r,(n,k)=0,thensetr .0, k)= § g d(i.jn).

i1 EMOress(k) ]
Cdculate assigned BW
2 HE gs(I!J)aS(I!J) ingress/:
M= @  adljn g ACLI™()
i E;ngress(l)_ E;ngress(k) ] a gS(I y k)as(l y k)
k

Cdculate BW assgnment limits due to bottleneck links

Cs(n)_ 65(”)

m, (k) = min( " InT Ly andr (n,k)* 0)

Sat AC limits

ACLY"=(i) = m, (k) x4 9,01, ))&, ])

fordl i1 EMoe(k)

Now fix AC limits of dl ER which use these bottlenecks

(25)

(26)

(27)

(28)

(29)

(30)

Flnoes(k) ={i [iT EM™*(k) withc (n)=m,(k)r.() for anyn, j withd(i,jn)* 0} (31)
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E;ngress (k + 1) = E;ngres (k) _ Fsingreﬂs (k) (32)

Repeat AC limit cdculation until dl AC limits are fixed. If

E‘Sngress 1 (33)
then increment k
k=k+1 (34

and go back to caculation of r (n,k)above.

Repest caculation of ingress AC limit caculation and caculate egress AC limits ACLY™®(j) ina
amilar way, usng

ES™ =(j|] isegress ER) (35)

Compute available BW for each ER pair

[ g(I!J)Fé (l,j) ingress
)= ACL.” 36
D)= 2 0a.G.K) (36)

k

Provisioning, Step 5

Compute RP limits.

For agiven RP tree the following limits have to be cdculated:

available BW at theroot of the tree

maximum share that can be taken from any RPE in the RP hierarchy

Avallable pool BW at theroot of a RP treeisthe sum of AC limits of dl lesf RPES

R..= @& ACLMe() (37)

root
il leaf (root)

The maximum share of any RPE is the avallable BW of the bottleneck link between the RPE and its
father RP
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Reee = . min (¢, () (38)

ni Path(RPE ,RP)

May be there are further BW sharing policies that govern RP limits. They are beyond this document.

8.2 Control loop from measurement to resource pool

Resource poals (RPs) were used successfully in the firdt trid together with Declaration Based admis-
sion control (DBAC).

Measurement based AC (MBAC) will be used in second trid. Therefore RPs have to be adapted.
This contribution contains a proposal for an interface between MBAC and RPs. RP dgorithms from
DBAC can be reused with thisinterface.

The basic scenario is the same whether MBAC or DBAC isused. AC is responsible to answer each
AC request in red time. For that AC hasto decide if its demand together with that of aready admit-
ted flows fits into the available resource share (called AC limit) of a (TCL, ER) pair in compliance
with QoS gods. An AC limit is cadculated and configured for each (TCL, ER) pair for ingress and
egress AC in the provisoning phase. AC limits are ether fix or will be adgpted dynamicaly if RPs
are used. RPEs? care about the size of AC limitsin the second case. They adapt the Size of resource
shares to resource demand on a coarser time scae. RPES request additiona resources form a RP
when needed and return unused resources to the RP.

8.2.1 Architecture

MBAC answers AC requests based on traffic measurements within ERs and AC limits, see Figure
19. RPEs adapt AC limits based on information provided by AC.

Whenever AC hasto regject an AC request that cannot be accepted due to lack of bandwidth, it shdll
cdl the RPE method IAL (increase AC limit) to inform the RPE about the imminent rejection. AC
shall specify the minimum additiona bandwidth needed to accept that request. The RPE checksif an
increase will not violate the RPE’s upper AC limit bound and request neq times the requested band-
width from its RP where gppropriate (as it has done hitherto in the case of DBAC). After the proc-
essing of the RPE, AC shal process the AC request again, because its AC limit could be increased.

If processing time is a problem, then the RPE has to be informed in advance. For that AC shall
check if another request with the same resource demand (or b times the resource demand using con

4 |eaf RPEs in the resource pool hierarchy
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figuration parameter b) will be accepted after each accepted request. If the result is negative, AC
shdl cdl the RPE method IAL.

A RPE has to track resource utilisation to be able to return unused bandwidth to the RP. For that
AC dhdl cdl the method utilisation of the RPE after each successful AC request. AC shdl specify
Prmax Which is the maximum bandwidth of the next AC request thet will be accepted. The RPE uses

that information as an esimation for the free bandwidth and runs the same resource management
agorithm as hitherto in the case of DBAC.

The AC condraints for QoS in core network defined in section 6 accept new flows for agiven class
i if

REI
where R includes the Measured bandwidth of aready accepted flows and the declared parameters
(i.e. the pesk rate) of the new flow. |, isthe AC rate limit for classi. So it is quite easy to caculae
Prax = Ii - R

for dl AC rulesin section 6, which is the maximum bandwidth demand that will be accepted in the
future. Of course R depends on time and includes a measurements of the resource demand of ac-
cepted flows only plus the conservative estimation of the resource demand of the requesting flow. R,
will be improved with increasing measurement time. So p,,,, isafirs esimation only. p,,, Will bea

good messure in case the new flow is a constant bit stream and conservative € <e.
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8.2.2 AC-RP Interface

RP

|

RPE

| | utilisation

pool resources

" AC limit bounds

Provisioning

increase
AC limit

AC limit ACTImitS

AC request

»

reservation release A C
—_—

Measurement

ER

Figure 19: Interface between AC and RPs.

As depicted in Figure 19 the interface between AC and a RP congsts of the AC limit and two RPE
methods.

AC limit is set by provisoning at the beginning, set by a RPE from time to time and frequently used
by AC. It does not need to be a shared data item as indicated in Figure 19. For example, the AC
block in Figure 19 can provide amethod to set an internad copy of this value too.

Bandwidth is the only parameter used to describe resource demands.

This interface can be used for DBAC too.
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9 Specification of Inter-domain resource management

9.1 Reservation Damping

Without damping each individud inter-domain AC request have to be processed AS by AS dl the
way down to the destination AS. Damping methods that decrease the number of inter-domain reser-
vation requests are needed to improve the scaability of inter-domain resource reservations.

Over-reservations and delayed reservation releases can be used to damp inter-domain resource res-

ervaions. If ahost requests resources for a certain flow, a multiple of the requested resources will be
reserved towards the destination AS. Following resource requests can be admitted in the limit of the
aready reserved resources without sending further resource requests hop-by-hop through dl AS Al

the way down to the destination AS.

Resource pools (RPs) were used in the first trid to share link resources dynamicaly withinan AS. A
RP isapool of common resources that are shared dynamically between a set of competing resource
pool eements (RPES). RPES control AC limits of AC functions or RPs limits of lower level RPsin a
RP hierarchy. See Figure 20 for an example.

RPEs take additiona resources from its RP if needed and give unused resources back to the com-
mon pool based on long term resource estimation not flow by flow. For that purpose a RPE esti-
mates the resource needs of the controlled AC function or lower level RP and uses over-reservations
and delayed reservation releases. This fits perfect to the requirements of inter-domain reservation
damping. So our RP methods should be re-adapted for inter-domain reservation damping.

resource pool

Figure 20: Example of a resource pool.

In the example given in Fgure 20 there are 8 Mbps available for a certain TCL on each of the links
which connect node 1 to 3 to node 4. There is a bottleneck between node 4 and 5, because on this
link there are only 20 Mbps available for the same TCL. Here a RP can be used to share the bottle-
neck bandwidth of 20 Mbps between 3 RPES, which are node 1, 2 and 3, dynamicaly. Each RPE
is allowed to take up to 8 Mbps from the shared RP, as long as the dl RPEs together have assgned
less then the available 20 Mbps.
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A refinement and implementation of [BGRP] will be used for inter-domain resource control.

BGRP uses hop-by-hop signdling from source AS to dedination AS and reverse to reserve re-
sources across severa AS. For that purpose PROBE and GRAFT messages are sent hop-by-hop
from AS to AS resp. reverse. PROBE messages are send downstream from source AS to destina-
tion AS to determine the data path and to check resource availability. GRAFT messages are send
back from destination ASto source AS to set up reservations and to answer the request. REFRESH
messages are used to keep the soft-dates of reservations dive. Soft-states are used to backup
TEAR-DOWN message, which are send at the end of each flow to release reserved resources.

BGRP uses snk trees to reduce the number of reservations states that have to be managed, see
Figure 21 for an example. Resource reservations for traffic aggregates are used in sink tree not res-
ervations for angle flows.

Reservation damping (by means of over-reservation and/or delayed resource release) to reduce the
ggndling load is important for the scdability of inter-domain resource control. This was dready
sated in [BGRP]. The open problem that remains is how to estimate resource demand and when to
release over-reservations.

Algorithms to estimate resource demand and to decide when to release over-reservations were d-
ready used in the RPEs in the firgt trid for dynamic intra-domain resource management. They can be
reused to damp inter-domain reservations. A BGRP running on an BR takes the role of a RPE. The
remaining Snk tree after a BGRP takes the role of a RP. In contrast to intra-domain resource mar
agement the RP rale is taken implicitly. So the RPE agorithms will run localy and use PROBE and
TEAR-DOWN messages to measure resource demand:

If there are dready enough resource reserved further down a sink tree, PROBE messages will
be stopped from travelling down to the destination AS (quiet grafting).

If additiona resources are needed, PROBE messages will be modified to ask for the estimated
future resource demand and forwarded to the next AS. This corresponds to RPES requesting
additiona resources from their RPs. The remaining part of the BGRP sink tree down to the des-
tination AS takes the part of the RP. It is not visble here if a PROBE messages wants to reserve
resources for over-reservation or for an individua flow.

If unused resources should ke released a TEAR DOWN message will be generated and for-
warded to the next AS.

The difference with respect to intra-domain resource management with RPs is that inter-domain re-
source management has to use more consarvative demand estimations to cut down inter-domain res-
ervation messages sgnificantly. Another difference is that over-reservation produces an under-
utilisation of resources, which can increase exponentidly with the number of traversed AS. Therefore
only delayed resource release will be used in AQUILA second trid (see [AQTHS)).
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Remarkon TCL 4

Current TCL 4 reservation style is p2aand ingress AC is used only. Therefore no TCL 4 reservation
request will ever arive a aBR. It is not clear until now, if p2areservation of TCL 4 will be offered
for inter-domain traffic. Thereis aready aproposa to redtrict inter-domain TCL 4 resource requests
to p2p reservations in the Helsnki minutes. In the case of p2p inter-domain reservations, ingress and
egress AC can be used and there is no need for a goecid TCL 4 inter-domain resource manage-
ment. The inter-domain resource management will be further refined, if p2a reservation style of TCL
4 will be extended to inter-domain traffic.

Figure21: A BGRP sink tree.

In the example shown in Figure 21, each node represents an AS. AS 1 is the sink tree root. Re-
source reservations are triggered by AC requests issued for individud flows. But a BGRP implemen-
tation reserves resources further down the sink tree for a traffic aggregate, as indicated by the num-
bers attached to the links, and not for individua flows. So there is a reservation on each link which
connects a pair of ASin this snk tree given in Mbps. Remember that a Sink tree is unidirectiond. If
reservation damping is used, the sum of reservations over dl ingress links can be smaler than the
reservation on the egress link of asingle AS according to independent over-reservations.

9.2 Globally well known services

The reservation request sent by the EAT to the ACA is expressed in terms of Network Services (the
Traffic Classes that are defined in AQUILA are used to support the Network Services). In other
words, there is a st of services offered in the intra-domain context (called Nework Services in
AQUILA) and there is the need to define a set of inter-domain services.

Badgcally there are two possible options:

i) the originating intra-domain services are mapped in the inter-domain ones, then they are re-
mapped in the destination intra-domain sarvices in the destination domain. There is no need
to define Globdly Well-Known Services (GWKS), and a set of bilatera agreement could
define the service mapping.

Page 100 of 105



\ | ST-1999-10077-WPL.3-COR-1302-PU-O/b2

A60| LA Specification of traffic handling for the second trial

i) there is a one to one mapping between originating intra-domain services that can be offered
in the inter-domain, the inter-domain services and destination intra-domain services. The
common denominator isthe definition of Globaly Wel-Known Services (GWKYS)

In the option 1 there is a greet flexibility but it is very difficult to define the inter-working of the ser-
vices (how the parameters are converted) and it isimpossible to trangport the origina service indica
tion in the DSCP unless encapsulation techniques are used (IP tunndling, MPLS labd stacking). See
sec. 3.2.4 of D1202-b0 for additiond discusson on this paoint.

In the option 2 we loose most of the flexibility of operators in defining their own services, but it
seems the only way to reach some result. Therefore we will only consider option ii) heregfter.

In principle, dl 4 AQUILA Network Services should be supported at the Inter-domain leve as
GWKS. In order to limit the specification and implementation effort, we will congder only the PCBR
and PMM GWKS for the AQUILA second trid.

9.2.1 Definition of GWKS

GWKS1| Real-timetraffic | Pointto point | highest requirements excess traffic dropped
PCBR for delay and jitter, low
loss requirements

GWKS 2| Real-timetraffic | Pointto point | high requirements for excess traffic dropped
PVBR delay and_jitter, low
loss requirements

GWKS 3| Eladtictraffic Point to point | minimum throughput | excess traffic could be sub-

PMM requirement ject to lower priority
(or punished with high cost)
GWKS 4| Eladtic traffic, not | Pointtoany | minimum throughput | excess traffic could be sub-
PMC |greedy sources (i.e. requiremernt ject to lower priority
short transactions) (or punished with high cost)

Notee GWKS 1 and 2 need one DSCP each. GWKS 3 and 4 need two DSCPs each.

9.2.2 Assumptions about GWKS approach for AQUILA second trial

In order to define a GWKS the content of the reservation request and the service provided by the
(trangt) network for this GWKS should be specified. Hereafter the smplifying assuption to be con
Sdered for the specification and the implementation of AQUILA second trid are listed.

Assumption 1 For al GWKS the reservation request (PROBE message in the BGRP context) in-
cludesasingle scaar vaue (the bandwidth) as the parameter to specify the traffic profile
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Assumption 2 The inter-domain services are provided with a point-to-point topological scope, i.e.
it possible to identify the source and the destination of the reservation.

Assumption 3: No explicit quantitative characterisation of offered service is provided in this specifi-
cation. Only quditative description will be given for the time being.

Assumption 4: Only PCBR and PMM GWKS will be considered.

9.2.3 Elements for discussion

Each trandgt ASis respongble for the QoS within its domain (from the ingress Border Router to the
egress Border Router) and for the QoS on the outgoing link from the egress Border to the ingress
Border Router of the next domain. The performance aspects of the service provided by the network
can ether be defined gaticaly (and assumed identica for dl the transgt domains), or be characterised
explicitly in the GRAFT messages. According to Assumption 3 for the trid specification and imple-
mentation we will Smply neglect this problem and concentrate on the signalling and control aspects.

The methodology and the set of parameters needed to characterise the service performance aspects
are different depending on the specific GWKS. The parameters will be related to loss, ddlay, jitter
phenomena and to their datistica/determinigtic characterisation. As for the second tria specification
these aspects are out of the scope. These aspects will be object of theoretica studies.

The definition of point to any GWKS is another interesting issue with many open points. These as-
pects may be aso andysed at the theoretica level, and they need to be resolved if one wantsto im
plement PMC sarvice a the inter-domain leve.
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11 Abbreviations

AC admission control

ACA admisson control agent

AF Assured Forwarding

AS autonomous system

BGRP Border Gateway Reservation Protocol
BR border router

BSP Bucket Size for Pesk rate

BSS Bucket Szefor Sustainable rate

BW bandwidth

CBQ Class Based Queuing

CR core router

ED edge device

EF Expedited Forwarding

ER edge router

FACK Forward Acknowledgement

FIFO Firg-In Frgt-Out

GPS Generalised Processor Sharing

ISP internet service provider

MBAC measurement based admission control
Mbps mega bit per second

PCL provisioning control loop

PGPS Packetized Generalised Processor Sharing
PHB Per-Hop Behaviours

QoS Qudlity of Service

RCA resource control agent

RCL resource control layer

RED Random Early Detection
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RIO
RP
RPE
RPL
RTT
SACK
SCFQ
SFQ
TCA
TCL
TCL
TCM
WFQ
WFQ
WRED
WRR

RED gateways with In/Out bit
Resource Pool

resource pool eement
Resource Pool Lesf

Round Trip Time

Sdective Acknowledgement
Sdf-Clocked Fair Queuing
Start-Time Fair Queuing
Traffic Control Agreement
Traffic Class

traffic class

Three Colour Meter

Worst-case Fair Weighted Fair Queuing

Weighted Fair Queuing
Weighted RED
Weighted Round Robin
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