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Executive Summary

This ddiverable summarises the results regarding the measurement utilities of the firgt trid of
AQUILA, gatesthe goas for the second tria and describes the enhancements for the second tridl.

The main feedback for the measurement utilities from the first trid was:
Systlem integration has to be smplified
Graphica user interface (GUI) should be enhanced
More sophisticated load generators for measurement flows are needed
Number of smultaneoudy running flows must be increased

Out of this feedback and because of the development of the AQUILA architecture for the second
trid, the following gods are targeted for the second trid:

Eader system integration of the components a the trid Stes

Smplification and improvement in the functiondity of the GUI

Provide support for MBAC

Implementation of new load generator mode s for more flexibility in load generation

Autométic Sgnalling to the AQUILA QoS architecture to perform reservetions for measurement
flows

Provide tools for the analysis of measurement results

To reach these goals, the distributed measurement architecture (DMA) designed for the firgt trid and
its components have been enhanced for the second trid.

Useful measurement components from other projects will be integrated to enhance the second triad
with

additional applicationlike load generators

passve measurements for the vaidation of MBAC
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1 Introduction

To enable vdidation and evauation and to support the operation of the QoS architecture developed
within the AQUILA project [D1202][D1302], test and measurement tools for the AQUILA trid are
developed. For the firg trid a digtributed measurement architecture (DMA) has been designed,
which integrates three different measurement techniques (active network probing, passive monitoring
and synthetic flow generation) by using the same measurement information database [D2301]. For
the second tria this architecture has been enhanced, the tools of the DMA have been extended and
also additiond load generators are provided to generate application-like flows and aggregated flow
loads.

This ddiverable describes the DMA and the prototypicd measurement utilities and tools provided
for the second trid of the AQUILA project with a limited rumber of hosts. Main focus of the deliv-
erableisto provide an update of its predecessor [D2301] for the second trid.

The AQUILA architecture for the second trid has new gpproaches and now e.g. supports aso
mechanisms for measurement based admission control (MBAC) in addition to the declarative based
admission control (DBAC) asit was used in thefirg trid. To fulfil thistask measurement methods are
required, which are integrated into the resource control layer (RCL) of AQUILA.

The extensons of the measurement utilities for the second trid are mainly focused to:

provide enhanced load generators for the evduation and vaidation of the QoS architecture
and to

collect data from the routers to support admisson control on the edge devices as well as the
monitoring of the core network

The document is structured as follows: After the introduction section 2 gives an overview about the
results regarding the measurement tools of the firgt trid of AQUILA and the main gods defined for
the measurement tools thet will be provided for the second trid. Section 3 focuses on the enhance-
ments in the design of the digtributed measurement architecture. After that section 4 describes the
DMA for the second trid, its integrated tools and the enhanced measurement informeation database.
Section 5 describes additiond applicationlevel load generators provided for the second tria, which
are not covered by the DMA but can co-exist and used with it in pardlédl. Section 6 introduces the
plans about the evauation and vdidation of the MBAC agorithms by passve measurements using
network capture cards.

The document is concluded by a state of the art section, which points out internationd projects and
work donein the area of performance measurementsin the Internet.

The annexes A, B and C appended at the end of the document contain more detailed informetion for
some of the chapters.
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2 Conclusions of the First Trial

2.1 Summary of the Results of the First Trial

During the firgt trid the correct working of the AQUILA architecture, that uses a separate resource
control layer to provide QoS- capable network services, was extensively tested. The tests were car-
ried out both with the Digtributed Measurement Architecture (DMA) developed within AQUILA
and commercialy available test equipmernt.

The DMA used in the firg trid is described in [D2301]. Details of the integration process of the
DMA inthetrid Stescan be found in [D3101] and details about the firgt trid results and the usage of
the DMA in [D3201]. All in dl the different measurement tools of the DMA were deployed success-
fully.

During the ingdlation of the DMA and the integration process the following reasons for difficulties
were identified:

Ingtalling the components of the DMA on different hardware (PCs, network cards, €tc.).

Using different versons of Linux as underlying OS (different versons of SUSE or even other
Linux distributions than SUSE).

Ingtalling the active network probing tool as well as the synthetic flow generator on one machine
(necessary to save PCs, but origindly not designed like this).

To specific ingdlation descriptions (i.e. without concerning different Linux versions).

All problems concerning ingtdlation and integration of the DMA could findly be solved. During the
fird trid the following suggestions for improvement were made:

The operation of the DMA can be asmplified by restructuring its graphica user interface (GUI).
The available load generators were not fully satisfying the trid requirements.
The number of flows running Smultaneoudy should be increased.

Especidly improvements concerning the GUI could aready be implemented in the firgt trid exten
gon. The started smplification of the operation of the DMA will be continued until the second trid.
The identified issues for improvement will also be taken care of in the second tridl.
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2.2 Goals for the Second Trial

The following gods concerning the DMA for the second trid were identified. Details concerning the
components of the DMA for the second trid can be found in section 4.

Easy operation of the DMA by smplification of the GUI (details in section 4.5):
Improvement of the navigation (detailsin section 4.5.1)
Easier configuration for groups of flows (“multiple flow generator”, detailsin section 4.5.5)
Online-monitoring of measurement flows and hops within the GUI (detailsin section 4.5.7)
Implementation of aflow search function (details in section 4.5.8)

Display of aggregated results as graphs for both, flow monitoring and result evauation (de-
talsin section 4.5.9)

MBAC support (detailsin section 3.1)

Andysis of loss estimation (detailsin section 3.2)

Active network probing tool and synthetic flow generator on one machine (detailsin section 4)
Reservation interface for measurement flowsto AQUILA architecture (detailsin section 4.1.1)
Refined load generators for the DMA (detailsin section 4.1.2, 4.2.1)

To reach these goals, enhancements are necessary for the distributed measurement architecture itself
and its measurement components. Also the GUI needs some enhancements to fulfil the requirements.

In addition to the enhancements of the DMA, useful measurement components from other projects
will be integrated to enhance the second tria with

additional applicationlike load generators

passve measurements for the vaidation of MBAC
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3 Enhancements for the Second Trial

The digtributed measurement architecture (DMA) designed for the firg tria [D2301] integrates three
different measurement methods: The generation of application-like traffic, the generation of active
probes into the network to measure path performance characteristics and passive measurements by
router monitoring to get status information about the network from the routers.

To implement the architecture, three tools have been developed. As depicted in Figure 3-1, for the
second trid a similar gpproach with the following tools is used:

The Synthetic Flow Generator uses application-like measurement agents (MAa) to produce
synthetic flows that follow different Internet applications like FTP, Vol P and audio/video stream:
ing. As the gpplication-like measurement agents are emulating end-user traffic, they are located
near the end-user hosts.

The Active Network Probing Tool uses probing measurement agents (MAp) to inject probing
packets into the network. With these probing packets the path performance characteristics of the
network are evauated. Asthey are designed to support the network operation for 1SPs, they are
located at the providers network edges.

The Router QoS Monitoring Tool (RM) monitors QoS related parameters from the output
interfaces from the core and from edge routers to get a view of the network situation and to de-
tect possible bottlenecks. The router monitor is a distributed gpplication and is located near the
routers.

_
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\ I\ / f Access
A Access R y ER |— Network
CPEI< Network /] ER S e 4

Core DiffServ Network

CPE

MAa — Measurement Agent (application-like) ~ CPE — Customer Premises Equipment ——» User flows

MAp — Measurement Agent (probing) H — Host - - --p» Probing flows
RM - Router Monitor ER - Edge Router — —p Application-like flows
MDB — Measurement Database CR - Core Router Management/Configuration
GUI - Graphical User Interface -——® |nformation and Result Reporting

Figure 3-1: AQUILA Distributed Measurement Architecture
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To integrate the sngle toals into the DMA, a measurement database (MDB) and a graphical user
interface (GUI) were devel oped.

Some enhancements to the architecture have been developed, which are pointed out in this section.
Furthermore the componentsitsalf got some enhancements, which are described in section 4.

3.1 MBAC Support & MBAC Validation

The admission control in the second trid is based on measuring the actud traffic on the edge device
links to the core network. If the traffic rate to the core network exceeds a threshold, no new flows
are admitted.

All of the measurement based admission control agorithms as specified for the second AQUILA trid
[D1302] use the mean traffic rate on the network interfaces as input parameters. Each of the traffic
classes that support MBAC uses different rules for the admission control. To measure the mean traf-
fic rate of an interface, the edge router counts the number of bytes sent and received via the link to
the core network. These numbers are regularly polled by the ACA with defined intervals, and from
these numbers the mean rate for the intervd is caculated. The mean rate is reported to the ACA,
which uses the number to perform MBAC.

In the firg trid, al router monitoring software was located in the database server. This concept cant
not be used with MBAC, since sgnalling traffic to edge devices and ACAs would be far too high.
For scaability reasons the router monitoring component is located within the ACA in the second trid
implementation.

The limitation of neasuring the mean rate on the output interfaces by requesting the router is the
minimum time interva between two measurements. This gpproach hides the pesks of the traffic rate,
which can occur between two consecutive measurements. To get the exact mean rate on the link at
every time, passive measurements on the link are becoming necessary. With this gpproach al pack-
ets can be captured and the current traffic rate and its variances can be measured accurately. Mgor
drawback of this approach is that the effort for deploying the necessary components into the net-
work is very high, as every link between the edge devices and the core network has to be traced by
specid packet capturing equipment. But this gpproach is useful to validate the MBAC dgorithms
within the trid network. Details on this gpproach can be found in section 4.5.10.

3.2 Measurement Control with QoS Hypothesis Testing

The loss rate will be measured in the 2nd trid to vaidate the resource control and admission control.
The following loss rates will be measured

e2e lossrate of the flows sent by the load generators

loss rate of the probing flows
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loss rates of the router interfaces

The duration of the measurement interva for a sochastic process is important for the feedback con
trol mechaniams like AQUILA MBAC and for the minimisation of the effort for vaidation of meas-
urements. Figure 3-2 shows the convergence of the estimated mean dependent from the measure-
ment burst length (according to the law of large numbers). For hypothess testing, the necessary
length of the measurement interval can be determined.

mean_burstI

0.1 1 10 100 1 '103

Figure 3-2: Convergence of mean estimation

A measured process (M) represents all stochastic events of the observed process, e.g. the one-way
dday or loss of dl packets. Probing (P) means the generation of additiona packet flows. The ex-
perienced QoS vaues of the probing flow’s packets are assumed to be the same as the QoS vaues
of the flow P+M. Sampling (S) means the measurement of sdlected “samples’ of a packet flow. The
experienced QoS values of the sampled packets are assumed to be the same as the QoS vaues of
the flow M (or M+P). Sampling can be active (= probing for M+P) and passive for M.

The following chapters describe methods for the measurement of QoS parameters.

3.2.1 QoS Mean Value Estimation

Accurate estimation of the loss rate: The mean loss rate will be estimated for independent and de-
pendent |oss events:

independent losses: The number of losses is binomid distributed and the accuracy of the mean
loss rate estimation can be calculated. For more details please refer to annex A (section 10.1)

dependent losses: The aggregeation of a sufficient large number of losses into independent batches
results in (Lindeberg-Levy Lemma) norma distributed batch mean losses and the confidence in-
terva can be caculated. For more details please refer to annex A (section 10.2)
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The mean vdue esimation of a QoS value can be done in both, a stationary and a non-stationary
environment. In a non-sationary environment older values are less weighted by gpplying smoothing
dgorithms.

Assuming a stationary environment the mean value can be estimated by using the Chi-square (c?) test
(in case of aknown variance) or by using the t-distribution (in case the variance is unknown).

Table 3-1 gives an overview on this approaches. The loss measurements of the flows are given by
gngle loss events. loss meas ={0,0,0,1,0,1,0,...} ; O = packet sent, 1 = packet lost. By aggregation
of loss measurements we mean the sequence of batches of summarised sngle loss events:
{0,0,1,0,1,0} => %,. Such values are the resuilt of the router loss Statistics monitoring.

andysstype mean estimation
M[parameter]=?
sample type
0,1 aggregation to batches
(e.g. loss events) {0,0,1,0,0,1} => M[loss event] = %/
independentﬁ dependent
Independet aggregated losses: T T 7
binomid distributed ol
(e.0. collected from router loss sta- o .
tidti CS) o sw® 1p° 15»19:5 2075 m0° 3w
Dependent aggregated losses: nor- | variance known: ¢ test \/
mad distributed variance unknown: t-test
(e.g. callected from router loss sta- 2 '
tigtics)
h 10 -
0 ]
0 10 20
I ... number of loss events per interva
hi ... number of intervaswith i loss events

Table 3-1: Mean Value Estimation
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The objective of measurement control is to get a predefined leve of accuracy with a minimum num
ber of measurements. Further work about this topic can be found in [Hube99].

3.2.2 QoS Gradient Estimation

Especidly for feedback systems the gradient estimation method dlows to find the right direction and
vaues for the control decision. E.g. for MBAC: “If the load would be increased by Db the delay time
T will increase (= direction) by DT (= value)”. The gradient estimation can be done by the calculation
of the following difference equetion:

£ - T(+DbN)-T(b,N)
Db

Two measurement processes have to be run, each with N measurements for the two different pa-
rameter values b+ Db and b. The perturbation analysis uses the knowledge about the structure of the
system to derive perturbation dgorithms for a fast gradient estimation. The convergence of the per-
turbation agorithms is in the order of mse = /N (mse = mean square error of gradient estimation)

[Suri89] compared with the classicdl difference equation approach with mse = L . Thisapproach

JIN
can be used to estimate the “ crash-time” = mean{ time until P(buffer overflow)=1} . Thisis exactly the
mean time in that a feedback controller like MBAC has to react on.

3.2.3 Hypothesis Testing between Two Loss Rates

Hypothess testing between two loss rates: The accurate loss rate is difficult to calculate because loss
events are “rare events’. For operationa purposes the accurate loss rate is often not needed, alower
levd of knowledge about the “truth” of one of the two hypothesis

Hypothesis 0 = QoS level 0: the target QoS e.g. loss rate p0 = 10 > and
Hypothesis 1 = QoS leve 1: the tolerance QoS level, eg. lossrate p1 = 10 3

is sufficient. Such a test needs less samples compared with the accurate loss rate estimation. The hy-
pothesis testing between two loss rates will be realised for two agpproaches.

Maximum likelihood estimation of the crossing of QoS Level 0 or QoS Level 1 (Crosspoint es-
timation [Papar9]). For more details please refer to annex B (section 11.1)

Wad's sequentid testing [Fisz78]. For more details please refer to annex B (section 11.2)

The measurement architecture provides the data needed for this approach in the measurement data-
base.

Table 3-2 shows the differentiation between these two gpproaches.
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andydstype Cross point estimation (por pt+t) - teding

assumption: assumption:
p->ptt, ptt ->p p or p+t

I MLR estimation of Sequentid testing
sample type the cross point
O’l ' T T T T T

i

z 131

moO(p0,pl,a,m) 1~ pp—
(eg. lossevents) | e .| S I A PR
— [ m o -
| P e . L - e o
0 15 M 2 N -1 y !
o L 2
;

urements - [Papar9] > [Fisz78]

agoregated losses

T A} T T A} 2 T T T
L \ » .
moO(po pl g m) P T - tee == T
ROUTER | 100 |~ 4 O el
|lected - e T
eg.colected | T | Ny~~~ oM ] | o J

PUAN . . \ I

o " Py o ® ps s . , .

from router loss

statistics)
MLR monltcir finctl on (Igst slectsent) Sequential testing (lost / sent) measure-
rlnlwla;r)emms anex B (section | s > anex B (section 11.2.1)

Table 3-2: Differentiation between cross point estimation and sequential testing

3.3 DMA GUI

One very important point for any toal isthe way how the user communicates with the system. It must
be easy to understand and easy to use. For measurement systems three important steps must be
done. The system must be configured, the measurements must be started and the results must be
shown. These are the same steps for the flow generator and the active measurement tool. It is ur
comfortable to do nearly the same steps twice and use nearly the same interface twice. Also both
tools use the same database and nearly the same things have to be configured.

The third integrated measurement tool of the DMA is the router QoS monitoring tool. The configura
tion of thistool is mostly done via configuration files, asit is assumed to have a tatic configuration for
the whole measurement process. This tool aso uses the measurement database to report the meas-
urement results. The digplay of these measurement results has also been integrated to the GUI of the
DMA.

Page 17 of 84




\ | ST-1999-10077-WP2.3-SPU-2303-PU-R/b1

Aﬁl}l LA Report on the devel opment of measurement utilities for the second trial

The conclusion for the second trid is, that dl integrated tools of the DMA work with the same GUI,
which communicates with the clients via the measurement deatabase.
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4 DMA Components for the Second Trial

To implement the distributed measurement architecture, the componentsillustrated in Figure 4-1 are

necessary.
GUI Measurement
(WWW- Web Management Station
B Server
rowser)

; Measurement Measurement
Equipment Client Station AQUILA Network Client Statiorj)Equ'pmem
¥ ¥
MPa — Management Process (application-like) o — —
GUI - Graphical User Interface  pmpp — Management Process (probing) Management/Configuration
MDB — Measurement Database  \1aa — Measurement Agent (application-like) Information and Result
RM — Router Monitor MAp — Measurement Agent (probing) Reporting (TCP-based)

Figure 4-1: Components of the DMA

To enable the exact measurement of one-way delay, the active agents (MAa & MAp) are intended
to be equipped with GPS hardware. If GPS hardware is not available, the system clocks can be
synchronised (with aloss of accuracy) viaNTP.

Because of ther different tasks, the MAa and the MAp are located in different regions of the net-
work (Figure 3-1). But to save the number of PC's (and the necessary GPS hardware) to be used in
the trids of AQUILA, the two kinds of measurement agents have been ingaled on the same me-
chines. In the firg tria, some problems with the co-existence of the MAa and the MAp occurred,
when both agents tried to access the GPS hardware smultaneoudy. To overcome these difficulties,
some adaptations on the code were necessary. Now the system clock is used as time reference,
which isdirectly synchronised to the GPS hardware viaNTP.

This section describes the single components of the distributed measurement architecture. It focuses
on the enhancements for the second trid, while the basic functiondity of the componentsis aready
described in [D2301].
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4.1 Synthetic Flow Generator

As described in [D2301], the synthetic flow generator (or CM Toolset) performs measurements by
generation of gpplication-like flows and the measurement of their performance parameters.

In the fird trid some limitations of the synthetic flow generator were discovered. Therefore some ex-
tensons and changes are provided for the second tria, which are described in this section.

Asdepicted in Figure 4- 1 the synthetic flow generator congsts of

a management process which polls the measurement database in regular intervals for new mess-
urement scenarios and

distributed measurement agents, which are executing the tests and reporting the results back to
the management process.

For the second tria, the management process is also responsible for requesting reservations from the
AQUILA resource control layer.

4.1.1 Management Process for Application-like Measurement Flows (MPa)

This section describes the enhancements on the distributed measurement agents for gpplication-like
measurement flows (CMCaler). The CMCdler is the centralised process that controls the distrib-
uted measurement agents (section 4.1.2). Because of performance reasons, it is intended that the
CMCdler runs on the same machine as the measurement database. The management process of the
gynthetic flow generator has the following tasks:

check the measurement database in regular intervals for new measurement flows

optiond: perform resource reservatiion by sending the configured reservation request to the
AQUILA RCL viathe EAT.

digtribute the measurement flow configuration to the specified sending and receiving agent

awaiting the results of the distributed measurement agents and writing the results back to the
messurement database.

41.1.1 Resource Reservation

For the passing of resource reservations from the users or from the end-user gpplications to the
AQUILA resource control layer (RCL) an entity called end-user gpplication toolkit (EAT) is re-
goonsble. The EAT provides the following interfaces for end-users or applications to specify re-
source reservation parameters:
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Reservation GUI: For the manuad configuration of reservation requests by end-users a web-
based graphica user interface is provided. This interface has two different abstraction levels for
the users. On the one hand it provides a GUI for a detailed specification of sngle reservation pa
rameters and on the other hand it provides a more user-friendly GUI, which has aready amap-
ping between the reservation parameters and some saected legacy gpplications.

Internal API: Theinternal API isbased on CORBA and can be used by QoS-enabled applica
tions, preferably written in Java

Script Interface: The script interface provides an easy way to set up reservation requests by
usng XML documents. It reads the reservation parameters from an XML file, which is passed to
the class called EATScript.

Proxies. Severd proxies are provided for different applications or protocols. The proxies con-
cept was introduced to support aso legacy applications, that are either not aware of doing reser-
vation requests or using other reservation mechanisms as specified in AQUILA.

The different gpplication interfaces of the EAT are described in more detall in the “User Guide for
End-user Application Toolkit” [D2203].

For performing reservation requests from the synthetic flow generator, it has been decided to use the
script interface for resource reservation.

The resource reservation is done by the measurement management station before the measurement
flow is started. Table 4-1 shows the process of a measurement flow with reservation.

Step | Description

0

Start-up from the CM Caller with login to the AQUILA RCL viaEAT Script

new measurement flow with reservation found in database

request reservation viaEAT Script performed by measurement management station
digtribute measurement flow informetion to receiving and sending daemons

measurement flow starts/ends with the specified parameters and reports measurement results

reservation rdlease via EAT Script performed by measurement management station

Table 4-1 Measurement procedure with reservation request
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41.1.2 Performance Enhancements

During the firg tria performance problems of the management process in combination with database
have been discovered. The limitations occurred when a larger number of measurement agents are
reporting results at the same time. The bottleneck was the connection from the management process
to the database. To overcome this problem, the database connection is now limited to one writing
process a atime. The other result processes are scheduled and have to wait until they get a seme-
phore.

4.1.2 Application-like Measurement Agent (MAa)

This section describes the changes and enhancements on the distributed measurement agents for ap-
plication-like measurement flows (CMDaemons). These agents are distributed along the network,
which should be measured. They retrieve the parameters for their measurement flows and aso report
the measurement results back to the management process (CMCaller).

4.1.2.1 Time Synchronisation

In the firg trid, some difficulties in running the gpplication-like measurement agent together with the
probing agent occurred because of the limitations of the GPS hardware. Both measurement agents
wanted to retrieve the current time directly from the GPS card each time a packet has been sent or
received. Each time an agent requested the GPS card, it has been blocked for a short time. Within
this time, the GPS card was not accessible by the other agent. The same problem happened, when
multiple measurements with application-like flows were garted smultaneoudy.

For the second trial the measurement agents do not access the GPS hardware directly, but getting
the time from the current system time. To achieve time synchronisation between two measurement
hosts, NTP in combination with the GPS hardware is used. NTP is used to synchronise the locdl
clocks of the hosts by using the GPS hardware as reference time server. If the host does not have its
own GPS card, the synchronisation via NTP can be done using another time-synchronised machine,
Using this approach the timestamp can become inaccurate, depending on the distance between the
time sarver and the client.

To achieve rdiable measurement results, the result of each measurement packet indicates whether
the local clock was synchronised by using an interna GPS hardware or by using an externd NTP
server.

4.1.2.2 Minimum Packet Inter-departure Time

The packet inter-departure time is the waiting time for the sending measurement process between
one packet has been departed and the next packet is sent (Figure 4-2).
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Packet n Packet n+1

> time
inter-departure time

Figure 4-2: Packet I nter-departure Time

For the fird trid, the minimum inter-departure time between two consecutive measurement packets
was limited to multiples of 10ms. This limitation, which was introduced because of the Linux kernd

granularity, was a drawback when generating e.g. Poisson distributed traffic sources. The character-
istic of Poisson distributed measurement flows alows the theoretical time distance between two con-
secutive packets to converge to zero. Therefore the caculated time vaues can be dso between the
multiples of 10ms

To enhance the accuracy, the new approach was to wait a number of CPU-ticksingtead of sending
the process into deep. This solution has the drawback, that the system will be overloaded, especialy
when severa measurement flows are started from the same sender machine. To reduce the load, the
waiting time between two packets is now separated into two phases. The first phase is implemented
by sending the process into a deep, which is 25 ms smdler than the caculated inter-departure time.
During the rest of the inter-departure time (second phase) the process waits a number of CPU-ticks
until the departure time of the next packet is reached, which is sent afterwards.

It has to be noticed that the accuracy of the packet inter-departure timeis limited by the end-system
performance.

4.1.2.3 Result Aggregation

In the firg trid dl results from the application-like measurement agents were stored back to the
measurement database when the measurement flow was ready. Dependent from the result gptions
specified by the user either raw data (i.e. detailed per packet data) and overdl result data or only the
overall result data was stored.

packet arrival process

I'”'l ................... I'”'”'”'”'l .................................... I'”'”'l _
' '

time

per packet results (raw aggregated results (one per overall results (end of measurement
data): specified timeinterval): flow):

send time : mean delay : mean delay

receive time : mean delay variation : mean delay variation

packet length : packet loss : packet loss

packet state : throughput : throughput

Figure 4-3: Result Differentiation
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For the second trid a function for the aggregation of measurement results is provided. If an aggrega:
tion time (in seconds) for a measurement flow is specified, aggregated results are produced and re-
ported to the measurement database in this congtant time interva dready during the measurement
(Figure 4-3). With this feature it is possible to reduce the amount of measurement data without loos-
ing much information about the measurement results. Like before, dso the per packet details can be
reported back to the database, if specified. The raw data for this part of the measurement flow is
reported together with the aggregated results. It alows aso the monitoring of the measurement flow
during run-time (see a'so section 4.5.7.2, which describes flow monitoring part of the GUI).

A flow then has severd result entries in the database, one for each aggregate and afind overdl result
of the flow. The GUI can display graphs of both, the aggregated result data and the raw data.

4.1.2.4 Traffic Traces

A flexible way to generate traffic with the synthetic flow generator is the use of traffic traces. Trace-
files specify the packet size and the packet inter-departure time within a plain text file with two col-
umns. The first column specifies the packet length in bytes, the second column represents the waiting
time until the next packet is sent. By uding tracefiles, arbitrary traffic sources can be smulated, but
the generation of tracefiles and their digtribution to the daemonsis laborious. Tracefiles are preferably
used, when having a packet trace from real gpplications, which should be re-generated by the syn+
thetic flow generator. The tracefiles can be generated by using e.g. tcpdump. The following example
shows a command for tracing UDP packets between a specified sender and receiver using a speci-
fied portnumber:

tcpdunp -tt src source-ip and dst dest-ip and udp and port portnunber > dunpfile

To get the required tracefile format from the dumpfile it can be further processed eg. by using the
wdl-known Unix tool ‘awk’:

awk '{print prev, ($1*1le+6-a);a=%$1*1e+6; prev=$6}' dunpfile | tail +2 > tracefile

The output file must be made available at the sending host and can be specified with its absolute path
viathe GUI.

41.25 General Traffic Sources

Severa date driven traffic sources (eg. ON/OFF sources) are commonly used in smulating end-
user traffic. Current parameter settings don't alow to generate arbitrary state driven sources, be-
cause the synthetic flow generators for the firgt triad were not state oriented, but was parameterised
by the digtribution of the measurement packet size and the digtribution of the inter-departure time of
the measurement packets. Trangtions between different distributions of packet sze and/or inter-
departure time were possible by specifying trandtion probabilities usng a Bernoulli random number
(perform the trangition or don’t perform the transition).

Introducing a general model, which aso supports e.g. ON/OFF sources needs the specification of
several states. Each state can be either an ON state (packets are sent) or an OFF state (no packets
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are sent). The duration of the state can be specified ether by a time duration or by a number of
packets. If the stateis an ON date, the following parameters are additionaly necessary:

the digtribution of packets with its parameters
the digtribution of the inter-departure time of the packets with its parameters,

It is planned to support congtant, uniform and exponentid digtributions for dl, i.e. for the state dura
tion, the packet Size and for the inter-departure time,

The support of the generd traffic sources will be available for the second trid.

4.1.2.6 Path Discovery

To endble the router monitor performing the monitoring of the routers, which are involved in ameas-
urement flow its path through the network can be discovered prior to the execution of the measure-
ment flow. A “traceroute’ [TRACEROUTE] is performed by the sending host wusing the recaiving
host as destination. Afterwards the path information is reported to the measurement database.

When using a QoS based network, packets with different TOS-Byte (or DSCP) vaues can take
different routes between two hods. Therefore the packets of traceroute are marked with the same
TOS-Byte (or DSCP) as the measurement flow, that will be sent. Changes of the route during the
measurement flow are not considered.

4.1.2.7 Windows Version

For the second tria the measurement agent of the synthetic flow generator is also available for Win-
dows platforms. The implementation has been tested usng Win9x/NT/2000. Currently not sup-
ported is the use of GPS-cards in the Windows environment. It isintended that the time synchronisa-
tion is done by the user (e.g. by usng NTP).

4.2 Active Network Probing Tool

4.2.1 Measurement Agent (MAp)

4.2.1.1 Additional Load by Active Probing

By active probing additiona load is generated. As can be seen from Table 4-2 the additiond load is
negligible in most practica cases.
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packet size | inter |additional] additional | additional | additional | additional | additional | additional

(incl. Header, | packet| load load load load (768 load load load (Fast

IP+UDP) time [kbps] (64 kbps) | (128 kbps) kbps) (2 Mbps) | (Ethernet) | Ethernet)

[bytes] [ms] [%] (0] (%] [%] [%] [%6]

60 10 48,000]  75,000%]) 37,500% 6,250% 2,344% 0,480% 0,048%
60 100 4,800 7,500% 3,750% 0,625% 0,234% 0,048% 0,005%
60 1000 0,480 0,750% 0,375% 0,063% 0,023% 0,005% 0,000%
60 60000 0,008 0,013% 0,006% 0,001% 0,000% 0,000% 0,000%
150 10 120,000] 187,500%] 93,750%] 15,625% 5,859% 1,200% 0,120%
150 100 12,000, 18,750% 9,375% 1,563% 0,586% 0,120% 0,012%
150 1000 1,200 1,875% 0,938% 0.156% 0.059% 0.012% 0.001%
150 60000 0,020 0,031% 0,016% 0,003% 0,001% 0,000% 0,000%
400 10 320,000] 500,000%] 250,000%] 41.667%] 15.625% 3.200% 0.320%
400 100 32.0001 50.000%] 25.000% 4.167% 1.563% 0.320% 0.032%
400 1000 3,200 5,000% 2,500% 0,417% 0,156% 0,032% 0,003%
400 60000 0,053 0,083% 0,042% 0,007% 0,003% 0,001% 0,000%
1500 10 ]1200,000] 1875,000%] 937,500%] 156,250%] 58,594% 12,000% 1,200%
1500 100 120,000] 187,500%) 93,750%] 15,625% 5,859% 1,200% 0,120%
1500 1000 12,000, 18,750% 9,375% 1,563% 0,586% 0,120% 0,012%
1500 60000 0,200 0,313% 0,156% 0,026% 0,010% 0,002% 0,000%

Table 4-2: Additional load by active probing.

4.2.1.2 Aggregated Flow Load Generator

For testing the behaviour of the AQUILA architecture under "red" conditions it is important to have
a background traffic generator that mimics a population of real network users. So for the second tria
the functiondity of the generator part of the AQUILA distributed measurement system will be ex-
tended accordingly.

In the last 10 years severd studiessmeasurements were done (e.g. [PKC96]), where a sdf-amilar
relaionship was observed for loca and wide area networks. The heavy-taled file sze digributions
and the operation of the reliable transmisson and flow control mechanism of TCP cause the long-
range dependency structure. Aggregated flows can be generated by multiplexing several sources of
Pareto-distributed ON and OFF periods:

Trangmissions or traffic flows are initiated as a memoryless (M or Poisson) process with arriva
ratel

The data volume V of each transmission is sent in a series of packets in congtant time intervals at
aconsidered access speed C

DatavolumesV of tranamissions are independent and Pareto- distributed:
P{V>c}=(c/a) " where b is adegree of long-range dependence

E(V)=a/(1-b) is the mean data volume per tranamission,
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E(N)»la/(1-b) is the mean number of transsmissonsin pardld
E(R)»I1Ca/(1-b) isthe mean transmissons rate

The aggregated treffic is sdf-amilar with Hurst parameter H = (3 - b)/2

b 2> 2 or H—> 0.5indicates weak, whereas b, H > 1 indicates strong long-range dependence;
H » 0.85istypicaly measured for Internet traffic

Figure 4-4 shows some examples of generated Pareto traffic.

EXAMPLES OF GENERATED M / PARETO TRAFFIC
H=06J{ Hurst-Parameter I H=09

R:
-
r
a
f
f
[
C

® —~+ o 0

Time-Scales: Rate observed in 100 intervals of 0.01s and 1s

Figure 4-4. Examples of generated Pareto traffic

For the implementation of this distribution no changes in the database are necessary. Adaptations
must be made in the GUI, the master station and the measurement agent.

4.2.2 Master (MPp)

The measurement agents are controlled by the master software module called “master”. During the
gartup the “magter” reads from the configuration file “master.conf” the information how to access the
measurement database and starts the processes (P1-Pn) which control the measurement agents.
These processes (“Agent threads’) read the configuration data from the database, start / stop the
measurement flows and store the results in the database. Errors and warnings are stored in the evert-
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log table in the database and / or the Logfile “masgter.log’. The Software module “MMon” provides a
GUI for testing / debugging the “master” module.

Measurement database Measurement flows
— T . " ——————— =
Event display — —
=] Sy
[ |I‘.il :- 5 a2 -.:
Eéﬁ'{_:g%:i@::;a _ i

i Master Monitor
- ) (MMon)

master.log f | T ) ) Y
— h _ Master o | 1.";....____h5=1:-—--h.___ > Measurement
| ¥ P_Z | . agent 2
S ———— \ | ]/ '
master.conf o _ PH\‘ ; . '
o “‘t 1 L] ']
R ‘.'.‘n ) ¥
y - “t #
- : ‘W Measurement b
‘ master.msg | agent n

Figure 4-5: Structure of the" Master" software module

4.2.3 Measurement Agent CONtroller (MACON)

MACON (Measurement Agent CONtroller) isasmple to use GUI for DTA measurement agents.
The controller is a Java2 gpplication, and so executable on any Computer, where the Sun JDK 1.3 is
installed.

MACON can control up to 10 measurement agents and 5 traffic classes. The Controller (see Figure
4-7) makes it easy to configure a measurement between the agents. MACON starts autometicaly a
full meshed measure between the listed agents and traffic classes. Therefore no data base or web
sarver is needed. Every information is stored locally.
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<---» contol
4» measuerement flow
MA : measuerement agent

Figure 4-6: Fully meshed measurement with MACON

During the measurement the status of the agents and the current results are monitored. The online
monitoring of the results can show the values of one-way delay, delay-variation and packet-1oss. It is
possible to store the results in csv-files and andyse them offline

MA[IIN 0.2 - T-5ystems Mova GmbH - by J_Mende 2001 == B
measurement agents traffic classes |fgorinty. @ tsec (0 f0zee (23 fmin () 10min
;MANI EinIF Statis Mr. Ein DSCP(hex) paddolen[byte] send.intv.[ms] send.iul[ms]  distribution raw data
I [0 [192.168.3.2 nia 1 @ 100 Jiz50 Jl10 lexn. >]la
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Messung lauft
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Figure 4-7: MACON-Screenshot
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4.3 Router QoS Monitoring (RM)

The router QoS monitoring tool consists of three separate parts. edge router monitor (DMAAgent),
core router monitor and the launcher for the monitors. The edge router monitors are within the corre-
gponding ACAs that manage the edge routers. The launcher and core router monitor are bcated
within the database server.

4.3.1 The Launcher Component

The launcher checks the database for new flows in regular intervas. When a new measurement flow
is detected, it sends a request to start monitoring of the routers to the edge router monitors and core
router monitors in the path of the flow. After the flow has finished, the edge and core router monitors
send the results back to the launcher, which then saves the results to the database.

4.3.2 The Edge Router Monitor (DMAAgent)

The edge router monitor is integrated to the Router package of ACA. There are two types of pa
rameters that are monitored with the edge router monitor. The first type is parameters related to one
particular flow. These parameters contain the total number of packets/bytes for the flow, the number
of dropped packets/bytes in the policer, the time since the last packet ariva, and Sze of current
burst.

The second type of parameters is the parameters related to traffic classes for the outgoing interface
and genera router performance. These numbers include the total number of packets/bytes in the traf-
fic class, the number of packet/byte drops and CPU usage.

The monitor listens to requests from the launcher, and starts monitoring the edge router, when the
monitoring request is received. The monitor uses the interface provided by the Router package to
access the edge router. The interface between the DMAAgent and the launcher is described in chap-
ter 4.4.4.

4.3.3 The Core Router Monitor

The core router monitor runs in the database server machine. Otherwise the core router monitor will
use the DMAAgent design for the monitoring. The monitor listens to requests from the launcher, and
garts monitoring the core router or a set of core routers, when the monitoring request is received.
The set of parameters to monitor is fixed, the measured parameters are the number of packets/bytes
dropped, total number of packetsbytes for each traffic class and CPU usage for the router. The
core router monitor accesses the router statisticsusing CLI or SNMP.

4.3.4 Interface to the AQUILA RCL

The interface between launcher and the DMAAgent is a CORBA interface. The interface provides
methods to gtart the router monitoring in specified time intervas, to collect the monitoring data and to
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stop the monitoring. When the monitoring is started, the DMAAgent sarts retrieving data from the
router to it's local storage. When the collectData() method is called, the collected data will be sent to
the launcher. Thisway the interference caused by the monitoring is minimised.

4.3.5 Monitoring Influence to the Network

Router monitoring produces additiona overhead traffic in the network. The overhead is due to the
polling of satistics from the router.

In the second trid, the monitoring of edge routers is integrated into the ACAS, that are near the edge
routers. This way, the communication between the DMAAgent and the router has only local effect.
Communicetion between the DMAAgent and Launcher component is done using a more efficient
protocol, therefore the load of router monitoring is decreased. The caching of monitored detaiin the
DMAAgent further reduces the load to the network.

The monitoring of core routers produces more traffic in the network than the edge router monitoring.
This happens, because the core router monitoring component is located a the measurement server in
the second trid. Depending on the network to be monitored, the core router monitors can be distrib-
uted aso in the network, so that the overhead of core router monitoring will be aso minimised.

4.4 Measurement Database

The measurement database has roughly the same structure as dready described in [D2301]. Only
some adaptations were necessary to fulfil the needs of the measurement system. Like in the firgt trid,
MySQL [MY SQL] will be used as DBMS for the second trid, asit is free for non-commercia use.

441 Database Model

Figure 4-8 shows the conceptual database modd (entity-relationship diagram) of the measurement
database for the second tridl.
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Figure 4-8: Conceptual Measurement Database M odel

4.4.2 Description of Changes

This section describes the changes of the measurement database, which were defined since the deliv-
ery of [D2301].

4.42.1 Entity “user”

The email address of the user was introduced to enable automatic reporting of histests (which is cur-
rently not implemented).

4.4.2.2 Entity “test”

The new introduced test name alows a short description of the test.
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The test state will no longer be stored in the database as it is possible to caculate the test state out of
the sates of the flowsin thistest.

4.4.2.3 Entity “flow”
To enable the configuration of the router monitor, the following two fields are used:

routerpallinterva: Specifies, how often data is collected from the router by the DMAAgent. This
does not specify, whether the datais retrieved by the DMA.

mgmtrecvinterva: Specifies, how often data is retrieved by the router monitor (RM) from the
DMAAgent. In thisintervas the collected data is written to the database.

4.4.2.4 Entity “hop”
To this entity the following attributes were added:

Latitude/longitude: As the measurement clients should be equipped with GPS cards for time syn+
chronisation, they are so aware of there geographic location. This information can be stored to
the measurement database.

Netmask: The netmask of the hop (or interface) is necessary to perform AQUILA reservations.

Hopstate: The hop state defines the State of the hop as well as the daemons running on the sys-
tem. The different operating levels of hops are

Rng-able The hop isdive, i.e. the interface is up and reachable

Clock synchronised: The system clock of the machine is synchronised (e.g. via NTP, the
network time protocal).

GPS-equipped: The hop has direct access to GPS-equipment (e.g. a GPS card is installed in
the system).

4425 Entity “packet”

The packet state now aso stores information about the accuracy of its timestamps. Like the hop
state the packet state can be either NTP synchronised or synchronised to a GPS source.

Also the receiving DSCP of the packet is now supported. Asthe routers possibly change the Differ-
entiated Services Code Point from the packet until it is received, this value can be interesting to see
how the packet was threatened.
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4.4.2.6 Entity “reservation”

The entity reservation (formerly RSVP) hes been extended to be able to support resource reserva
tions within the AQUILA network. In addition to the RSVP services (for both guaranteed service
and controlled-load service) the AQUILA network services PCBR (Premium Constant Bit Rate),
PVBR (Premium Variable Bit Rate), PMM (Premium Multimedid) and PMC (Premium Misson
Critical) are supported.

4.4.2.7 Entity “state”

For the support of traffic sources that can be generd parameterised this new entity has been intro-
duced. With this feature, the traffic sources can have n different states, each State has a duration
(state_duration), a packet Sze (dtate pktsize) and a sending interva (state sndint) specified by a
digribution and its parameters.

4.5 Graphical User Interface

The graphica user interface (GUI) is integrated for the three measurement tools of the AQUILA
DMA. The GUI is web based, i.e. the user only needs a web browser for the communication with
the measurement system. As server the Apache web server [APACHE] with the server sde script
language PHP4 [PHP] is used.

4.5.1 Navigation

In discussion with the partners and with two redesigns the GUI was implemented with a “tree struc-
tured” navigation. The design is now “Windows Explorer-like’ with three levels. Every functiondity
of the system is reflected with one link of the navigation and leads to a screen in the main window
(see Figure 4-9).

The navigation alows switching between the different screens with amaximum of three mouse dlicks.
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Figure 4-9: DMA navigation menu.

Some features for an easy handling in every screen where implemented. There is a sorting mechaniam
for the datafields in every screen, which handles tables from the database.

45.2 User

The GUI has a security mechanism that only authorised users can enter the GUI. In the screen in
Hgure 4-10 users can be generated, modified and deleted. Every fidd is explained with an online
help on the bottom of the mask. There are necessary fiddstofill in.
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Figure 4-10: Managing DMA users.

45.3 Quick Start

Usng an interface must be intuitive. So a “Quick Start” was implemented to start a measurement
without knowing every detailed feature of the GUI (Figure 4-11). The user dlicks on configuration
and is lead to a beginning screen, where he can configure a complete measurement in two or more
steps. Every necessary step to generate a flow is opened and at the end the user is redirected to the
result graphics of the flows, he configured and started with the “Quick Start”. The main window is
the screen where the flows are configured. Old or new tests, reservations, traffic or distributions can
be chosen. It is dso possible to mesh more than one pair of measurement clients. With jokers and
wildcardsin the input fields sub-nets or parts of a network can be meshed.
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Figure 4-11: DMA quick start.

4.5.4 Advanced Configuration

The*Advanced config” isaposshility to configure dl parametersin detail.

These parameters are:
Test
Flow
Traffic
Digtribution

Reservation
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Hop

An interface should dlow a quick handling of the standard functions. The parameters can be gener-
ated, modified, deleted and copied. A selection of used flows must be possible and dso the possibil-
ity to generate new parameters. Generating means choosing different values in the input fieds of

every parameter. For example a flow needs a source and a destination address and a traffic class.
The kind of results must be filled in by the user. If changes are necessary, a single fidd can be
marked and the vaues can be changed and written back to the database. The parameters can be
deleted and as a comfort function new parameters with nearly the same vaues can be copied. Asan
example there are two screenshots, one for the sdlection (Figure 4-12)and one with a mask, where
the inputs can be made (Figure 4-13).

Confure traffic

D M G <TraMcies <Trafficdescriptions Rk e ot ol

<Type of
Distributions Distrbutions = Toroeol Elimesties

servicesr

Za i Rt Im Wew Trafhe
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i TC1 Tasl kieinl B0 Ewta 40 msJ const UoF 1
o4 T2 fast kksin &0 bwle 100 ms UoF |
i3 lastyenerstor 4 progemt. 20K Brefoonst 40 e/ canst uoe il
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Figure 4-12: Advanced configuration — selecting traffic.
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Figure 4-13: Advanced configuration — modifying traffic.

455 Multiple Flow Generator

In the firg trid, each reservation for measurement flows were established separately from the meses-
urement flow definition. The implementation of the synthetic flow generator for the second trid is able
to perform automatic AQUILA reservation, if pecified. This fegture alows to validate the admisson
control agorithms easer than in thefirg trid.

A new feature from the GUI is, that multiple flows can be configured in a Sngle step. This can be
used to have flows in the database, which permanently ask for reservations and starts the measure-
ment flows, if the reservation was successful. If not, the flow won't start and a reservation request for
the next flow is performed.

The multiple flow generator is parameterised as follows:
number of flows to be arted
interval between two flows to be started in seconds (and its distribution)
usua flow specification (dtart time, end time, traffic model etc.)

In addition a function for copying whole test scenarios (i.e. including the measurement flows) will be
provided for the second trid.
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4.5.6 Start/Stop

To start or sop a measurement a control flag must be set in the database. This is done in the GUI
with aflow or atest selection. The flows / tests, which should start or stop the measurement can be
marked with a checkbox (Figure 4-14).

It has to be noticed, that this functionality is only provided for probing flows. The start and stop times

of flows for the synthetic flow generator are specified during the configuration of the measurement
flows.
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5 | Demo Demeretaion 1 ;‘;‘at:; ey 12001 114356 O

Figure 4-14: Start / stop of probing flows.

4.5.7 Monitoring

4.5.7.1 Hop Status Monitoring

It is necessary for the user to get some information about the running system. With the hopstatus the
user gets some information about the synchronisation and the availability of the measurement dlients
(Figure 4-15).

Show hopstatus
<Hopname:> <Hop P> <Hopstatus> <Tooltype>

MC-B-2 18216862

MC-T-2 18216872

MiC-3-2 192 1653 2

PS-A-a 19216834

MC-6-2 1216662

MC-3-3 1E2168323

MC-3-11 142168311

MiZ-2-13 182168312

Figure 4-15: Hop status monitoring.
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Another screen shows information generated by the measurement system. The so caled “eventlog”
shows errors or warnings if the system is disconnected or a misconception was done (Figure 4-16).

F'rL1||'-
Hop [P Evenitime Eventnumber Eventtext
Subenit | Fesat & Last 10 ©C Last 100 C Al T Delete

21-08-2001 OF 5957
19216824 16-08-2001 1504 1:29
19216224 16-08-2007 154 1.25
19216824 1E08-2001 15:41:19
18216224 TE-08-2001 15:41:15

=

Do Query iy reconnecting to datakass (3]

Read OB Ermor stanng flow infio in intamal tables (1)
Resad DB Errar storing flow infa in intarmal tables (1)
Read C&: Ermar storing flowy info in internal tables (1)
Resad 08 Errar stanng flow info in incemal tables i)

oo S = S on B o)

Figure 4-16: Eventlog.

4.5.7.2 Flow Monitoring

The flow monitor (available a Monitor - Howmonitor) ligs dl running flows, which have an aggre-
gation time specified. With the flow monitor it is possble to view the aggregated results as a graph,
which were produced during the runtime of the flow. This is especidly useful for probing flows. The
aggregation time of results can be sdected during the flow configuration and specifies the congtant
intervals, where the receiving daemons are reporting a result aggregete over the last aggregation pe-
riod.

From the lig of running flows, the monitor can be ether configured within the current frame (inte-
grated) or within an extrawindow (popup).

The flow monitor automaticaly updates the graph in specified intervas, which defaults to the speci-
fied aggregation period.

45.8 Flow Search Function

With the flow search function it is possible to sdect flows matching specific criteria. All selected cri-
teria are AND-connected. Figure 4- 17 shows the structure of the search criteria
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Hop I Time
| Sender |—4| Receiver | | started before started after
Select IP Adresses Select IP Adresses LStartimestamp L Startimestamp
Router |——| Measurement Clientl
L Select IP Adresses Select IP Adresses
Traffic Flow I
[ Protocol tos/psce | [ Flowstae  —
TCP L Bit Selection [—not started <value
UDP I—flow prepared > value

TCP nodelay [—receiver started =value
|—sender started

I—sender stpped
|-recehver stopped / ready
Lerror

Aggregated Results |—
I—has aggregated results value

L_no aggregated results

Figure 4-17 Structure of Flow Search Function

459 Measurement Results

Three types of measurement results are produced by the active measurement part of the measure-
ment sysem:

Overall results are produced to have afina result for the measurement flow. A flow has usudly

one overd| result, except the flow has been specified as a multiplexed flow. Mutiplexed flows
have severd overdl reaults, one for each single flow.

Aggregated results are produced to get an overview about the measurement results within
gpecific time periods.

Raw data results are produced to get a detailed view of the measurement results. Raw data
means, that the sending and receiving timestamp as well as the packet Sze and a packet state are
reported for every single measurement packet.

E.g. Figure 4-18 shows two graphs of the delay of a measurement flow. The measurement flow con-
ssted of three multiplexed UDP flows, each with mean a sending rate about 150 kbps. Figure 4-18
(a) displays the mean delay of the aggregated data of the three UDP flows. Figure 4-18 (b) displays
the according raw data (per packet) of one of the three multiplexed UDP flows.
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Figure 4-18: Screenshot of DMA results

The results are only produced if they are requested by the user.
For overal and aggregated results the reported results are:
Throughput
Packet Loss
Packet Loss Patterns (maximum loss burst, maximum loss distiance, number of 10ss periods)
Dday (mean ddlay, maximum delay, minimum delay)
Dday variation (mean deay variaion, maximum delay variation)

Except by usng the flow monitor (see section 4.5.7.2) the results can be viewed when the measure-
ment flows are ready. In generd, the results of the active measurements can be browsed grouped by
tests or by searching single flows. Also the results of router monitoring can be graphically displayed.

45.9.1 Result Browsing by Tests

Using this function (Results - Graphics - Ready / Running / Error / All / Empty Tedts), the s=
lected tests of the current user will be displayed in atable. From here the single flows of the tests can
be viewed by usng the *+' button at a specific test, which ligts al the containing flows. With a further
‘+" the according overdl results to the flow are shown. Now links are provided to view the graphs
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or the data lists (as comma separated vaue list) of the flows. Also some datistics can be caculated
and viewed, if raw detais available for thisflow.

45.9.2 Result Browsing by Flows

In principle, this function (Results - search function) shows the same results as above, with the dif-
ference, that the fows are not grouped by their according tests, but can be selected ndividudly.
Flows are sdlected by using the search function of the GUI (see section 4.5.8). The list of matching
flows are then displayed in atable. Each flow can be selected by using the checkbox. Afterwardsthe
following functions can be gpplied:

Zoom to selected: With thisfunction, the same table is disolayed but only the sdlected flows are
listed.

Show selected: This function displays the aggregated results of the selected flows as graph.

Delete selected: Thisfunction deletes the sdected flows with al according results and the path
information.

4.5.9.3 Results of Router Monitoring

The results of router QoS monitoring include packet atistics for each pecific flow for the ingress
edge router, and traffic class satistics for al routers specified for monitoring. Also CPU usage of the
routersis monitored.

The results can be viewed as follows:
Cumulative number of total / dropped packets for aflow as afunction of time
Cumulative number of total / dropped packets for atraffic class asafunction of time
Cumulaive number of in- and out- packets dropped in TCL3 and TCL4 as afunction of time
Mean queue length of TCL3/4 as afunction of time

CPU usage as afunction of time

45.10 Outlook for the Second Trial

There are some features needed for the 2 trid. To handle large tables it is necessary to reduce the
output in the browser. Otherwise performance problems will occur. This problem will ather be
solved with afilter mechanism or with a*“leaf through” mechaniam.
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5 Application-level Load Generators

Besides the enhancements of the integrated DMA load generators for the second trid two additiond
load generators are provided, which are described in this section. The load generators are not inte-
gra parts of the DMA, but are provided separately and are designed to co-exist with the DMA on
the same machines smultaneoudy.

5.1 Voice Load Generator and Perceptual Evaluation

An additiond measurement utility provided for the second trid is a voice load generator and the per-
ceptua evauation of the voice qudity.

A sender establishes the connection to the corresponding recelver component by the use of H.323
and then sends the audio data via the Red-time Transport Protocol RTP. Both the sender and the
recelver are executable programs which run separately.

5.1.1 Functionality

The functiondity of this additional measurement utility is asfollows: Firg of dl, the user definesanew
»Speech Quality Measurement Test Scenario®, for example by choosing a voice sample (wav-file).
The sgnaling between sender and receiver is done by H.323. After having established the connec-
tion and having opened the logica channd, the RTP transmission of the voice sample takes place.
Figure 5-1 gives an overview of this technica concept. A background net load can be provided by
the DMA in order to get adegraded file.

When dl the audio data is transmitted, the connection is terminated (again by H.323). Findly, the
result process stores the transmitted and degraded voice sample and it can be compared with the
origind file. Here, one of the many dgorithms for speech qudity measurement is applied (see section
5.1.2).
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Figure 5-1: Process of a H.323 Connection

5.1.2 Perceptual Evaluation

There are many factors that influence voice qudlity, eg. voice clarity, echo, time delay between spo-
ken phrases, time clipping and so on. Of dl these factors, clarity and time delay are often consid-
ered as the most important. Most of these factors (like time delay) are very objective parameters and
can be effectively be measured and expressed (time delay in milliseconds), but voice clarity isavery
subjective parameter.

There are two ways to “measure’ voice clarity. The firgt significant technique used to measure voice
quality was to actudly use large numbers of human listeners to produce satisticaly vaid subjective
clarity scores. This technique is caled Mean Opinion Scoring (MOS), where the mean vaue of large
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volumes of human opinion scores is caculated. Scores reach from 5 (excdlent voice qudity) to 1
(bad voice qudlity), see Table 5-1:

Score | Quality of Speech | Effort required to under stand the meaning of sentences
5 Excdlent Complete relaxation possible, no effort required.

4 Good Attention necessary; no appreciable effort required.

3 Far Moderate effort required.

2 Poor Congderable effort required.

1 Bad No meaning understood with any feasible effort.

Table 5-1: MOS testing

MOS tedting is subjective, expensive and inefficient. These drawbacks suggest that objective, auto-
mated and repestable testing methods are needed for measuring subjective speech clarity. These
techniques should take into account clarity’s subjective and human perception and their results
should show a high correlation to the real MOS resuilts.

In the last years, severd methods for objective speech clarity measurement were investigated. All of
them try to figure out the clarity by caculaing the perceptua distance between the input (origind)
and output (transmitted, degraded) signals. Table 5-2 gives an overview of current methods:

Name |Description Company

PSQM | Perceptive Speech Quality Measurement KPN

PAMS | Perceptud Andyss Measurement System British Telecom (BT)
PESQ | Perceptive Evauation of Speech Qudity KPN, BT

TOSQA | Tdecommunication Objective Speech Quality Assessment Deutsche Telekom

Table 5-2: Overview of methods for speech quality measurement
The voice quality component is going to use TOSQA as evauation agorithm.

5.1.3 System requirements
The following system requirements have been agreed on:

the program runsin an I P based environment
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the platform is LINUX
The programming is donein C/C++
the audio datais transmitted via RRP in a compressed mode

the co-existence with the DMA is possible (background load)

5.2 Virtual Web User

In this section the implementation of an gpplication, that generates web traffic in a network smulating
real web usage behaviour patterns is shown. This gpplication was implemented by a group of stu-
dents within the framework of a project at the Polytechnic University of Salzburg. Linux was chosen
as the operating system for the implementation. The application itsdf congsts on the one hand of a
smal C++ program and on the other hand the gpache web server in connection with various CGlI-
scripts. The necessary steps to determine the user behaviour are shown. Findly, the way of Smulat-
ing user behaviour by the software is described.

5.2.1 Architecture

As depicted in Figure 5-2, the VWU architecture consists out of three main components. These
components are described in the following paragraphs.

Information Senver [rata Senvar Streaming Senvar

-

Wil Client WL Client Wil Client

Figure 5-2: Virtual Web User Architecture
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5.2.1.1 Information Server

The Information Server is centra counterpart of the VWU system. Clients continuoudy connect to
this server for many reasons. The database which the Information Server accesses, holds the con
figuration for each client within the VWU system. According to this configuration

5.2.1.2 Data Server

As might have expected, the Data Server generates HT TP traffic closely smilar to an ordinary Web
Server. The Client produces an HTTP request including the amount of data to be transmitted to. This
information is retrieved from the Database respectively from the Information Server. However, the
Daa Server generates a HT TP packet including a smal header and the demanded amount of ran-
dom data. Besides, the sent data does not originate from a random number generator, but is loaded
from thefile ‘datal in the current directory. This enables testing of various compresson agorithms.

5.2.1.3 Streaming Server

The Streaming Server represents the functiondity of an UDP-Streaming engine just like mogt Mullti-
media Serversin the internet environment. The Client produces aHT TP request including the desired
bandwidth, the amount of data to be tranamitted and additiond parameters. This information is re-
trieved from the Database respectively from the Information Server. The Streaming Server on his
part generates a HT TP acknowledge and initidlises an UDP streaming thread. The desired band-
width is achieved by a continuous loop of single packet transmisson followed by a waiting period.
The relationship of packet Sze and dday determines the resulting bandwidth. The maximum sze of
the UDP packets is limited to 8kBytes. Besides, the data transmitted to the client does not originate
from a random number generator, but is loaded from the file ‘data. This enables testing of various
compression agorithms,

5.2.1.4 Client

The dient implements the end-host-part of the VWU project. Every client representsa‘virtua user’
acting the way specified in the profile, which is stored on the information server.

5.2.2 Functionality

After successfully establishing a connection with the Informeation Server, the client announces itsdf as
anew VWU dient to this server, which in turn then provides information for the client about the next
command to execute according to the assigned profile; eg. it gives the client the command to deep,
or make a new data request etc.

In the next step, the dlient requires the information from the data/streaming server as specified in the
afore-sent information from the Information Server. After finishing the request, the Client connects to
the Information Server and requires new tasks to perform.
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5.2.3 System Requirements
The Virtud Web User gpplication isimplemented in C++ and JAVA 1.1.8.

The client, that runs on many hogts in the network is programmed in C++. It does not have to run on
high- performance machines.

All servers are written in JAVA and were tested with JRE 1.1.8. The performance for the servers
should be high, since the generation of random data with specified properties for many clientsisa
chdlenging job for the machine.
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6 MBAC Validation by Passive Measurements

For the MBAC vdidation it is proposed to ingtdl DAG capture cards to the triad Stes, which are
able to trace dl network traffic on the links. The captured per-packet information can be compared
to the measurement data gathered by router monitoring (to measure the mean rate on the outgoing
interface), which is currently used to implement measurement-based admission control (MBAC).

To generae traffic, a new function of the synthetic flow generator will be provided (the “multiple flow
generator”). With this function, reservation requests will be sent to the AC. If areservation was suc-
cesstul, the flow will be started (or not, as configured) and the next request will be sent immediately.

6.1 Motivation

The measurements can be done directly by measuring the QoS vaues, which are of interest. But
these direct measurements are difficult for QoS parameters that generate rare events, e.g. the packet
loss process. Typica target values are 10°...107. Maintaining a loss rate of 107 with 95% confi-
dence interva requires 154 million packets, eg. in case of a flow sending rate 3Mbit/s it takes 616
000 s (= 7 days). Some authors propose to measure other values, e.g. buffer occupancy [S\Wa98]
which are correlated with the loss rate to get information about the loss rate. Most of the models use
the effective bandwidth formulas to estimate the loss probability and the number of flows, which can
be admitted.

Figure 6-1 shows the two approaches. Both approaches are targeting at the loss probability of the
QoS network.

Edge Router output port:

loss link load
! !
i i
; buffer ;
i i
M. Siler, J. Walrand [IWQo0S98] AQUILA
1st step: measurement based 1st step: measurement
estimation of buffer occupancy based estimation of link load
T
1 1
| model: buffer occupancy <=> loss | | model: link load <=> loss |

| 2nd step: derivation of loss probabilities |

Figure 6-1 Two approaches for measurements to support MBAC

Measuring the load:
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Firg the different time scales of asingle flow is andysed:

00 M IENEN .

I I
flow starts packet train: uii [ flow departes
interarrival times si,mi [us]

flow holding time T,
< GUME Th >

Figure 6-2: Single Flow Time Scales

uii: user interaction inter-arriva time (e.g. time between the user got a web-page and his next
click). Typicd vaues[s..min|

mi: medium interval between packet trains (eg. tcp-window packet trains). Typicd vaues
[...mg]

si: short interval between a packet pair of a packet train [t(last bit), t(first bit)] (e.g. caused by
bottleneck links, multiplexing in routers ). Typicd vaues [ ns..us..ms| dependent from the link
capecity

The flows can be moddled as ON/OFF sources. Figure 6-3 shows an example of such aflow with
the following parameters (time unit 100 ms):

constant + exponentia distributed on-intervals. const = 10, mean_exp = 30 => mean = 40
congtant + exponentia digtributed off-intervals (uii): const = 30, mean_exp = 90 => mean = 120

generated ON traffic is constant with a Gaussian noise: 20 + N(0,2)

30 T T T T

o e M

10 —

load_matrix ;

0 200 400 600 800 1000
i

Figure 6-3: Single ON/OFF flow

Figure 6-4 shows the aggregated load and the mean load for 10 single ON/OFF flows.
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150 = =

100
aggregatelp,

aggregate_meam o

50

800 1000

Figure 6-4. Aggregated ON/OFF sources

The aggregated flow figure shows the short-term pesks where the packet losses will occur. The
AQUILA load measurements will be redised with time dices of n*100 ms, n=1,2... . Thereforein
the second trid passve monitoring hardware will be integrated for measuring dso the short-term
peaks.

6.2 Architecture

Figure 6-5 shows the architecture.

Validation:
# flows estimated < variance, loss [ns]
on router = # flows => # of flows

measured by DAG
A

AQUILA RCL:
variance, loss
[n*100ms] => # flows

100% capturing

up to 2 Gbps Database

Optical Splitter
(ATM, SDH)
optional:
Hub (Ethernet)
Edge Router Core Router

Figure 6-5: Passive measurements for MBAC validation

During the second tria the passive measurement will export the load measurements for off-line anay-
Ss. Parameter: time-dice.
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For the vdidation of the MBAC agorithms a more detailed view on the network traffic of the access
link than can be reached with the periodic polling of aggregated satus information from routers is
helpful or even necessary. Therefore a mechaniam has to be found which is e to rdiably capture
al detall information of the network traffic for further processng. We propose to use the DAG cap-
ture card [DAG] for this detailed tracing of traffic. See section 12 for some details of the DAG cap-

ture card.
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7 State of the Art

7.1 One-way Active Measurement Protocol (OWDP)

The IETF IP Performance Metrics (IPPM) working group has proposed draft standard metrics for
one-way packet delay [RFC2679], loss [RFC 2680] and delay variation [IPDV] across Internet
paths. There are now several measurement platforms that implement collection of these metrics:

“SURVEYOR” of Advanced Network & Services Inc. [SURVEYOR],
“TTM Test box” of the RIPE NCC [RIPE],
“Didributed measurement architecture (DMA)” of the AQUILA-Project.

Currently there exigts no standard that would dlow initiation of test flows, exchange of test packets
or results in an interoperable manner. With the increasingly wide availability of affordable global pos-
tioning system (GPS) and NTP-based time sources, very accurate time sources are available for the
hosts (either directly or through their proximity to NTP primary stratum-1 time servers), by standard-
iSng a technique for collecting IPPM measurements, it could be possible to creste an environment
where IPPM metrics may be collected across a far broader mesh of Internet paths than is currently
possible. One vision is of widespread deployment of open OWDP measurement systems that would
make measurement of IPPM as commonplace as measurement of round-trip time usng an ICMP-
based toal like ping.

The suggested OWDP actualy conssts of two inter-related protocols:
OWDP-Control and
OWDP-Test.

OWDP-Control is responsible for Test-Connection setup and management. It sets up aTCP con-
nection between the source and destination. Control messages are exchanged between the source
and destination over the TCP connection. OWDP-Test is responsible for sending test packets from
the source to the destination. UDP is used to send test packets. The architecture of the OWDP pro-
tocol isshownin Figure 7- 1.
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Source Destination
Src-Test - Sro-Control ‘_._ _____ i_l_Dﬁt-Con!rnl - Dz1-Test
Agant Agant ! Il Agent Agent | f
i | ¥
luoe | [T1ep | | i | top | [uoe | |
H P | n P |

Figure 7-1: OWDP architecture

In the Surveyor Project [SURVEYOR] afirst verson of an OWDP based measurement system has
been implemented.

7.2 Round-trip Delay versus One-way Delay

Due to the rapid growing of the Internet in al sectors of life, it is increasingly becoming important to
accurately measure the communication performance between two Internet sites. Among others, de-
lay, delay variation / jitter and packet |oss are the three most important performance measures.

Traditionally, PING was used to measure these delay and loss related variables between two Stes.
The problem with PING is that it only measures the round-trip delay as opposed to one way delay.
Dividing the round trip delay by two gives a crude estimate of one-way delay and grosdy inaccurate
edimate for asymmetric paths. DTA has peformed severd measurements with the AQUILA-
Digtributed Measurement System in the Internet. Figure 7-2 shows the measurement configuration.

Masterstation

Inter net

' e

Dial-In (ISDN 64 kbit/s)

MA = Measurement agent

Figure 7-2: Measurement configuration
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Measurement parameters:

MA1: Dial in in Munich
MA2: Darmstadt

Packet length: 150 Byte/constant
Mean sendinterval: 50 ms /exponential
Mean throughput: ~24000 bit/s
Number of packets: 12.000

The following figures show the measurement results of the described scenarios.

Darmstadt (MA2) > Munich (MA1) Munich (MA1) > Darmstadt (MA2)

Lan dater Dhoalof8b) ddidl imesrurasesd Bervarn prraretian dadsr BheaboZin idedd impsrsrasest merarl

ETT - . EETTR

awdipbinry (ual

i i i i i i i i i
L] s LEoT (eITd o) [TTo0] (T q i EET] [T o) LR (T
P e

Hops: 13 Hops: 11

Gesamte Paketanzahl: 12.579 Gesamte Paketanzahl: 12.851

One-way delay (us): One-way delay (us):

Min=39.743; Mean=52.065; Max=406.559  Min=42.643; Mean=100.835; Max=988.256
Delay Variation (us): Delay Variation (us):

Mean=10.220; Max=130.491 Mean=10.686; Max=900.292

Packet loss: 0 (0,0%) Packet loss: 0 (0,0%)

Figure 7-3: Measurement results
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All measurements showed that the bi-directionad connections have been routed through different
routes. In the direction Darmstadt - Munich 13 hops were involved and in the opposte direction
only 11 hops. This and the different network load in each direction leads to a mean one-way dday of
52 msfor the direction Darmstadt - Munich and 100 msfor the opposite direction.

- The results show that it is essential for QoS monitoring to use one way measur ement
resultsinstead of the roundtrip (“ping”) based results.

nermrwbian deiwl EROLECCORT LESE Cmpanuranenh T awarwkian dater DAaboliDl JGedE imssmurases mers

-----------
. - . f] iwan

Figure 7-4: One-way delay (high-resolution view)

Another interesting outcome of the measurements were the regular patternsin the |P delay-variation
and One-way ddlay graphs for the direction Munich - Darmstadt (see Figure 7-3 and Figure 7-4).
If the one-way ddlay measurement results are displayed at a higher resolution you can dso see a
gmilar pattern. The reason for this pattern could be the behaviour of network components in (tempo-
rary) overload Stuations, but this assumption hasto be verified with additiona measurements.
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8 Abbreviations

AQUILA  Adaptive Resource Control for QoS Using an IP-based Layered Architecture

DBAC Declarative Basad Admission Control

DMA Distributed Measurement Architecture
EAT End-user Application Toolkit

GPS Globd Pogtioning Sysem

GUI Graphica User Interface

IP Internet Protocol

MBAC M easurement Based Admission Control

NTP Network Time Protocol
QoS Qudlity of Service
RCL Resource Control Layer

XML Extensible Mark-up Language
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10 Annex A: Accurate Estimation of the Loss Rate

10.1 Independent Loss Events P(Loss=p)

The following andyss shows how the confidence interva can be cdculated. Results about the sam+
ple size are derived. We differentiate between "left” and "right” sde interva becauseit is less impor-
tant to find

the left Side interval for the target loss rate e.g. 10° (better is not critical)
the right side interval for the tolerance loss rate e.g. 2¥10°

In case this differentiation is not required both sides will be considered.

02 T
target tolerance
]

dbinom(os& nj: 10 6)

01
dbinom (O$’ nj- 240 6)

Figure 10-1: Left and Right Side Intervals of Target and Tolerance L oss Rates
10.1.1 Calculation of the Number of Measurements for a % Right Side Confi-
dence Interval
E.g.: measured {logt, sent}: {4,500}, {6,355}, {5,550}, {0,655}

] number of aggregated loss event datisticsj =4

n number of monitored packets per statistics { 500,355,550,655}
g lost packets 4,6,5,0

p loss probability e.g. 0.001

g isbinomid digtributed in [0, n]

[Fisz78]: The sum of losses rs = 1y + 1, +...+ 1; isbinomid distributed in [0, Sn= i+ np+...+ ] =>
mean_|oss rate = r/n isthe transformed binomid didribution in [0,1].
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Without amplificationwesstn=n =congant ;i =1, ..., j
EgQ.
p:=000 g:=1-p n:=2000 j:=300 Sn:=0.nj

We assume that al aggregates have the same length n; it can be shown, that this is not a smplifica-
tion, because in the formulas dl n and r; will be added. The target lossrate isthe lower vaue which
has to be compared with the higher tolerance vaue, which is equa to the right side of the low target
vaue

We have: true unknown mean number of losses m_mean = n*j*p

Edimation of theright Sde a interva:

Binomia distribution for p=10" and 2000* 300 sent packets (Figure 10-2 and Figure 10-3 show the
binomid didribution)

02 T T
Py 01T -
|
0 I‘ 6 \‘5 I -5 -5 -5 -5
0 510 110 1510 210 2510 310
d
nj
Figure 10-2: Probability Function
- 1 _ |
0.95 ! right side
a=5% interval
Sd 05 ]
unknown true
loss rate
| ] ]
0 ~6 -5 -5 -5 -5 -5
0 510 110 1.5 'lOd 2:10 2510 310
nj

Figure 10-3: Distribution Function

Table 10-1 showstheright Sde a -intervals for different loss probabilities p and sample Szes n*j.
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n*j 2ip| 3p | 4p | Sp

right Sdea-interva 2p | 19 | 1.75p | 1.7p

Table 10-1: a - Intervalsfor Different Loss Probabilities and Sample Sizes

Example: For aloss probability of 10° we need 5* 10° samples to get the 1.7p right side confidence
interva.

10.1.2 Calculation of the Number of Measurements for a % Left Side Confidence
Interval

Figure 10-4 shows the probability distribution of the measured loss rate for a true tolerance loss
probability p = 0.001 and n*j = 2/p = 2000. The probability for a measured zero-lossrater = 0is
0.135:

P(measured loss rate = 0) = 0.135

Ohbvioudy the left sde 5% confidence interva of this measurement overlgps with al possble right
Sde confidence intervals of each target loss. Therefore we will analyse the possibilities to decrease
the left Sde a-interva by increasing the sample size.

_____ \

—4

0 510 0.001 0.0015 0.002 0.0025 0.003 0.0035 0.004
m
left sidea
interval

Figure 10-4: Left Side 5% Confidence I nterval Overlaps with Right Side I ntervals

We increase the sample size to 4/p = 4000. Figure 10-5 shows the distribution of the measured loss
rate:

P(measured loss rate = 0) = 0.018 (decreased!)

P(measured loss rate < 2.510* ) = 0.09
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0.5 _
Sm
0 |_ | | | ] |
0 510% 0001 0.0015 0.02 0.0025 0.003 0.0035 0.004

m

n}

Figure 10-5: Decreased 5% L eft Side Overlapping

10.2 Dependent Loss Events

For dependent loss events the classica well known approach of aggregation of measurements into
batches should be used. AQUILA measurements will be done to analyse the loss patterns to choose
the appropriate method.

Summary: The accurate caculation of loss rates needs a large number of samples. In case of tridsin
a laboratory or measurements in high-speed links this may be a redistic scenario. For operationa

management purposes under changing system load conditions we need fagt dgorithmsto estimate the
actud loss rate. Therefore another gpproach is andysed in annex B.
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11 Annex B: Hypothesis Testing between Two Loss Rates

11.1 Maximum Likelihood Estimation of the Crossing of QoS
Levels

We assume that the tranamission link can be in one of the two states P(1oss) = p or P(Loss) = p+t.

The process "under control” is quas-gatic. This means that there is enough time to detect the change
(decrease) in quality in order to influence the network (e.g. resource alocation, reection of new
flows) and to detect the improvement of the qudity. Figure 3-2 shows the generd structure of the
control process. The system (random environment) switches between two QoS-vaues: the target
vaue p and the value p+t (QoS decrease).

Random Environment

ptT
Q0S decrease

4N

QoS target ~
fime
Monitoring x% of the packet
flonw
(O=x==1007
YYYYVYYY IFRE 2% R
e s H. 8 afba i st m2... nZ titne
l l Sarnpled
M ondtor to Control Plane: M ondtor to Control Plane:
"Qok =target " "QoX = Qof decroased "
Control Plane:

»  DMonitoring
+  Admission Control
+  Resource Control

Figure 11-1: General structure of the control process

Thefollowing events are depicted in Figure 11-1:
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m1.: the first QoS shift occurred before m1
nl: the first QoS shift was detected by the monitor at nl1
m2: the second QoS shift occurred before m2
nl: the second QoS shift was detected by the monitor at n2
The vdidation of the proposed agorithms must be done by using the following parameters.
probaility for "fase darm": a QoS change is monitored without QoS shift

latency of darm: the time between the shift occurred and this event is monitored, e.g. latencyl =
nl- mi.

Obvioudy the quas-gatic gpproach is wdl suited for such control systems, where the latency of the
detection of ashift isrdatively smal in comparison with the duration of a datic interva.

This modd assumes that |oss events are independent [ ZPS00]. See section 11.2 for more detals.

The basic modd works with single event information (e.g. “successful” or *unsuccessful” transmisson
of each sngle packet). The basic agorithm as well as its expangon for aggregated event information
isdescribed in section 11.1.2.

The problem will be andysad firg for the case of monitoring changes between two possible QoS-
values p and p+t. After thisthe more redistic case of detecting changes between QoS intervals (O,p]
and [p,p+t) will be investigated.

11.1.1 Simulation Example of the Maximum Likelihood Approach

This problem was andysed by [Papar9]. There is the assumption that we have a sample of Szen.
X'={x;i=1,...,.n}

This sample can be seen as a binary sequence of monitoring results:

% = 0 for "successful" transmission (no packet loss, dday < target_dday, ...)

% = 1 for "unsuccessful” transmission (packet loss, delay > target_delay, ...)

The smulated system started with alow loss probability p = 0.1, after 10000 packets the loss prob-
ability increased to p+t = 0.15 because of additional load, after further 10000 packets the |oss rate
felt back to theinitid low loss probability.

Figure 11-2 shows the used smulation moddl.
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The andyss of QoS change detection was done for the two monitoring methods used within
AQUILA:

Active monitoring (probing)

Passve monitoring

11.1.1.1 QoS Change Detection with Active Monitoring

The dengity of the probing flow was set to 10% of the gpplication flow.

M/D/1 Application trace for valiclation

Application flow {0,0,0,1,1,0,1,0,0,0,1,0,0,1,1,1,0,0,...}
Ta=05

—» —

_II:_’FOEI:IS E?I_\: Probing trace
p {O. 1. 0, 1, O.}

v

Time-slotted loss trace
(simulates Router MIB)

{ok loss}={95,5; 88,12; ...}

Figure 11-2: Simulation model

The shift of the two loss probabilities p and p+t was achieved by increasing and decreasing the rate
of the incoming Poisson gpplication flow (see Figure 11-3).
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Figure 11-3: Rate of input flow and loss events of probing flow

To detect changes of the QoS levd, the method of Papantoni-Kazakos [Papar8] was used. This
method uses a metric, which increases when a change from the “good” QoS levd (p) to the “bad’
QoS leve (p+t) happens and decreases when a shift in the other direction happens. The progression
of thismetric () for our mulation is shown in Figure 11-4.

s1f = —
WM
416" [l ]
XN o, v
S, good < bad | bad - good Vo e
— . | ., ﬁ“.“
210 . wl . ~
P2
___________________ Jﬂ Ao threshold
I:I n JIhm'luJ‘J&u\ .-{rfhul.n'hl'l-'ll Ih' | * |
0 500 1000 1500 2000 2500 3000

ke

Figure 11-4: Detection of QoS changes,; S¢: MLR monitor function good - bad

The thresholds should be optimised to avoid late or early darm:
threshold high: late darm

threshold low: early darm

Page 70 of 84



\ | ST-1999-10077-WP2.3-SPU-2303-PU-R/b1

Aﬁl}l LA Report on the devel opment of measurement utilities for the second trial

To unbias the detection of a QoS shift from “bad” to “good”, a double-sded agorithm can be used.
Figure 11-5 shows the gpplication of the double-sided agorithm for the detection of QoS changes.

210 I - | . |
5 misrde,
h [P |'r ™ LY e,
e F [ Il j“h"m“'r 2 T N, —
"k — —_— oy i
good = bad l o bad = good o
 —— et = -
0 b I e il L s it i ™ g it 0| I
0 00 1000 1500 2000 2500 3000

Figure 11-5: Double-sided algorithm; Si: good - bad monitor, Ty: bad = good monitor

11.1.1.2 QoS Change Detection with Passive Monitoring

A second gep in our smulation was the andysis of losses as they are reported from the Router
monitoring tool which gathers this information ether from the Router MIB or Router CLI (passive
monitoring).

The upper graphics of Figure 11-6 shows the loss values periodicaly reported from the passve
monitoring. It is rather hard to find exact points where a change in the QoS level could have been
happened. Of course we know that the change happened at sampling point 50 from good - bad
and a sampling point 100 in the other direction. The metric of the adapted agorithm (W) clearly
detects this point.
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Figure 11-6: Analysing Router MIB information concerning losses

11.1.2 Maximum Likelihood Estimation for Aggregated Event Information

11.1.2.1 Algorithm of Papantoni-Kazakos

There is the assumption that we have asample of szen.

X'={x;i=1,...n}

This sample can be seen as a binary sequence of monitoring results:

X = 0 for "successful" transmission (no packet loss, dday < target_delay, ...)

% = 1 for "unsuccessful" transmission (packet loss, delay > target_dday, ...)

Now the n+1 hypotheses can be stated and the decision has to be made in favour for one of them:
Hi: the shift occurred just before the (i+1)" sample; i = 0,1,...,n

For
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P(X" | p, m, p+t): conditionad probability of observing the sample sequence under the
condition that thep > p+t shift occurred just before the (m+1)™ sample

the probability for a sample, where the shift occurred beforemis

Orra- prr Opst)y @ p-ty

i=m+1
% = 0,1 ; before m the probabilities for x are p, 1-p after m they are p+t, 1-p-t

We get the MLR-function

INP{X [p,m p+t} = A InpF(L- p)** + & In(p+t)* (- p-t)**

i=0 i=m+l
Theided observer determines the m, where the maximum of the MLR function is reached:

Hm:

m k
MLA= & [x - h(p, p+t)]= mind [% - h(p, p+1)]
i=0 i=0

where
|n1'_P
_ 1 p-t
+t V= P
h(p,p t) | n&pX(p#t)
p(l- p-t)

The dgorithm for the calculation of the darm event at sample point nis:
Sop at thefirst step n such that : W, > d > 0

where W = 0, Wi = max (0, Wkat+zk)

and z = x; - h(p,p+t)

For more practicd gpplication the agorithm can be mapped to an dgorithm with naturd numbers.
We define:

h(p,pt+t) = g/s, g<sare natura numbers
Yi =8z =s[x - h(p,p+t)]
Therangeof y; is{s-q, -q}

Now the modified stopping agorithm s
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Sart at level zero
Sop at thefirst stepnsuchthat: > t> 0

where S = 0, S = max (0, Sat+yk) ; k>1

11.1.2.2 General Approach for Aggregated Measurements

The origind agorithm has been modified so that it can be gpplied to aggregated measurement infor-
mation like router satistics loss rate obtained by the Router Monitoring tool.

The dgorithm is extended for the use of batches of sze t, condgdering the number of “successful” and
“unsuccessful” packet transmissions within these batches. For this reason, a binomid digtribution is
assumed. All events within the batches are assumed to be independent Bernoulli-type events.

The known ML agpproach is being applied to n batches, and it is assumed that the QoS shift from
p->p+h happened at batch m (t was replaced with h).

We use
X number of “unsuccessful” packet transmissons within batch i

t-X; number of “successful” packet transmissons within batch |

b, = IR [Zlog T T A i
+F_¥+Llog )IQ,JF,;.)r (L—p—m) ;]
= e [_Ek’g pTeairy i U
+Zlc-g 7P (L —p )
_;bg TR —P—'-fr)t_ﬁ]
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l[t pPI [:]-_ )t ki
MLA = max Zlog t.r" a t—z;
0sk=n Li=0 Til(t—z: T lt—ai)! (p+7]') (l #= 7?)
[k
= nlgn,if%cn Zai(xilogpﬁ—[t—mf)log(l—p)—m‘ilogﬂp—l—'-'})—(t—%)log(l—fv’—"?))
L=
- k T
pl—p—mn) 1-p) )
= max o log —————— + tloy
otk ;( S-pe+n T=p-n)]
k
. L-—p @+ dL—p) )
= min Tilog———=— = _tlo
0<k<n ;( ®pll—p—n) *A-p-n ]
[k L—pi(pt 1—
= . 1—p) ) (L—pi(p+m
0<k<n o ]_og iy -t;,-] lc:-g; P_p_7)

When using the batch method we get the fallowing for the maximum of the MLR function:

MLA = min [Z(xt—f 1, p+n))]
log 2=2L
rop+m = —f ;gg'@

log p(l—p—m

The only difference to the origind equation is the additional multiplicand t (batch size).

11.2 Sequential Testing

The following modd assumes independent loss events: each packet is lost independent from the pre-
vious packet loss with the same probability p. In the research literature different models can be
found:

[ZDPS01]: measurements in WAN show that the “arrival” of lost packet can be modeled by
loss free epochs; the length of the epochsis exponentidly distributed (Figure 11-7)

[BSUB98]: correlation models of packet loss
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Figure 11-7: Example log-complementary distribution function of
duration of loss-free epochs
11.2.1 Simulation Example of the Sequential Testing Approach

The smulation used the following parameters.

PO, pl1 Packet loss probabilities

HO: p=p0 P(L 0ss)-Hypothes's

H1: p=pl

m_i number of necessary loss packets for Hi: p=pi, i=0,1;

m number of transmitted testpackets (= successfull + lost)

loss smulated number of lost packets

a,b typel errors.
a = P(decison=H1jtrue=HO), b = P(decison=HOJtrue=H1)
(eg. typica vdue b=a=0.05)

Figure 11-8 illugtrates the dgorithm [Fisz78, pp. 690-699]. The linesm_1 and m 0 are caculated
from the formulas

al-plo

in(8(a)) "e1 pog
m_o(po,pl,a,m) = - ~ - mx - -
In§€p—19- InMQ In§€p—19- InMQ
ep0g el- pOg ep0g el- pOg

Page 76 of 84




\ | ST-1999-10077-WP2.3-SPU-2303-PU-R/b1

A UILA Report on the development of measurement utilities for the second trial
al-plo
in(A(a) "1 pop
m_1(p0,p1,a,m) := - ~ - mx - -
n@Lo_ @-ploa@lo - Plo
ep0g el- pOg ep0g el- pOg

and represent the limits of uncertainty. The lines loss) and lossl show the smulated number of
losses. If the number of losses is between the lines each of the hypothesis HO and H1 has to be re-
jected, the system remains in an undefined date. If one of the linesm_1, m 0 is crossed, the hy-
pothesis H1, HO can be accepted.

2

m O0(p0,pl,a,m) 1=

m_1(p0,pl,a,m)

----------

0 500 1000 1500 2000

Figure 11-8: Sequential Testing

For operationa purposes the mean number of sampled packets in the following formulasis of inter-
est:

L1xin(B(a)) + (1- L1) xIn(A(a))
Elz(p0, p1)

El(a , PO, pl) =

where

5 ..p1 ) <1 Pl
E1(p0,p1) = Inge®L 0 (&= PLO" Y
€ep0g el-p0g (

and
LO:=1—-a andL1l:=bh.

Figure 11-9 shows the mean number of sampled packets for H1 hypothesis admission.
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110°

110° —

A
El(a,0.00001, p1)L 10" [~ _

110° - =

100 = L _
110 ° 110 * 110
pl

Figure 11-9: Mean sampling number for H1 hypothesistesting
HO: p=p0=0.00001; H1: p=pl=0.001

Obvioudy the necessary number of samplesincreases for pl = p0, thisisthe reason why the differ-
entiation between “near” vauesis more “difficult”.

This leads to a heuristic gpproach: The dfferentiation between “near” (e.g. 10° and 10) valuesis
not so important for QoS management than the differentiation between values like 10° and 107,

So a a-typel-error-function can be assumed. Figure 11-10 shows alinear a—function for p0 = 10°

0.6

apo, pl)

0 210 4-10 6-10 8-10 0.001

Figure 11-10: a -function: a (10°,10°)= 0.5; a (10°,10°)=0.05

Figure 11-11 shows the reduced mean number of necessary samples.
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E1 korr(pO, p1)

1-10
E1(0.05, p0, p1)

110°

100 - —4 —4 —4
0 210 * 4-10 6-10 8-10 0.001

Figure 11-11: Reduced Number of Samples E1_korr for a (p0,pl), p0=10°

In the following smulation 200 experiments were made and the necessary number of samples until
crossing the 10° threshold was determined. The solid line in Figure 11-12 shows the results of this
smulation which is the number of samples ¢ n for the 200 experiments n=1,...200. The average
number of necessary samplesis 953.

A second smulation was redised with the loss-epoch model ¢ n_exp. The dashed line in Figure
11-12 shows the results when the series of lost packets shows exponentia gaps. Using this model of
losses the average number of necessary samples is 696.

For Poisson processes with independent arrivals the formulas are smilar to the above formulas for
the binomia loss process [KiWo56].

| | |
0 50 100 150 200

Figure 11-12: Simulation Results: Number of necessary Samples for Hypothesis Admi ssion
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11.2.2 Conclusions

Sequentid tests have benefits for operationd applications because of their fast convergence. E.g.
[Fisz78] shows that for a=b=0.05, p0=0.05, p1=0.1 the sequentia test needs 144 samples and the
Neyman-Pearson test needs 292 samples.
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12 Annex C: Details of the DAG Capture Card

12.1 DAG Capture Card

The DAG capture card has been developed by the Universty of Waikato, New Zedand. This cap-
ture card is highly sophisticated and therefore it is the idedl candidate for executing passive measure-
ments.

Generdly there are three types of DAG capture cards:.
DAG 3.5 for ATM/PoS of OC-3c and OC-12c links
DAG 4.2 for ATM/PoS of OC-48c links

DAG 4.2efor Ethernet/Fast Ethernet links

12.2 Technical Description

The DAG capture card is a PCl-card for PCs with SC (ATM/PoS) or RJ-45 (Ethernet) connectors.
It contains FPGASs for Framing and Time Stamping as well as a StrongARM processor for filtering
records or collecting statistics. All records that are of interest are written to PC memory viathe PCI
bus and afterwards are stored on a PC's hard drive.

__ EMine FPEA PIOCASSa]
e Clock
Tx | #FeR var HOMET /'j
Sapun [ @pa e F""'"';.- S
Cplics g MU L e Tirs Biss LASt
RX| mease DEML A Etamp Control HE
a =ngina CPLD
] SONET
Sy R FIFQ
|_linperiCiutpun |
Ay
UTORIA DAG 3.5
Clack i = | SirenparRM SRaM |
Procesant
ar Ml SR
Spartan-11
Tirning Clock FPGA
PClbus ¢y

Figure 12-1: DAG card components

Further technica information about the DAG capture card can be found in [DAG].
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12.3 Frame and Trace Format

By default the DAG capture card records 64 bytes of each incoming frame/cell. In a future release of
the card it should be possible to choose an arbitrary number of bytes for recording.

Figure 12-2 shows the data formats of the DAG records when using different networking technolo-
giesfor which aDAG capture card is available.

ATM
8 byte 4 byte 4 byta 48 byle paylcad
timestamp | VWAMD ATM header
CRE

Packet ovar SONET, (new format with this release)

4 bylm 4 byie 2bvte | 2 byte frst 48 bytes of payload
timestamp | slen Ictr wian

Ethemet
B byte 2 byte firat 54 bytes of peyioad

imastamp | length

Figure 12-2: DAG Frame Format

The timestamp produced by the FPGA of the DAG capture card is 64 bits in length and is in little-
endian (Pentium native) byte order. The most sgnificant 32 bits of the timestamp represent the num-
ber of seconds since midnight, January 1, 1970. The least Significant 32 bits form a binary fraction,
representing the fractiond part of the timestamp in the specified second. The entire 64 bit timestamp
can be considered to be afixed point number in seconds, or it can be considered an integer count of
time in units of 2 2 seconds. Time deltas can be computed drrectly by subtraction of timestamps.
This can even be done between different trace filesif the clocks are synchronised, as timestamps are
absolute, not relative to the tart of the measurement trace.

The iedd WAND CRC which can only be found in the ATM mode of operation is a 32 bit CRC
over the 48 bytes of cell data of the recorded ATM cdl. The ATM header does not include the
standard 8-bit HEC.

All timestamps and the 2 byte Ethernet length fidd are in Ittle-endian byte order. WAND CRC,
ATM heeder, den , wlen and Ictr fields are in big-endian (network) byte order. All payload datais
captured as a byte stream, no byte re-ordering is gpplied.

Figure 12-3 shows some examples of common records assuming that no IPPUDP/TCP options are
present.
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IP over ATM {with an LLC SMNAP and protocol header)

B e 4oyt | 4oyte | 3+ 5bytes | 20 byta & byte UDP 12 byles usar
tmestamp | WAND | ATM LLEC SNAF | IP header neader data
CRC header | and

iy Z0 byte TCP header

IF FPacket cver SOMET (with a 4 byte 'Cisco’ type header at the start of the

packet)
B byle Abyle |4 boyte | Abyte | 20 byte 8 byle ‘6 bytes user data
timestam | record | wian PaS IF header UoP
p length | and packe hiszacter
keir header 20 byte 4 byles
TCFP header user

data

IP over 10/100 Mbps Ethernet using the EtherDAG

& byte 2 byle 14 bvle Elbernet header 20 byte B byle UDE | 12 byles

timestamp | length IP header | header user data
B byte G byte 2 byte 20 byte TCP header
ast MAC seMAC profocol

Figure 12-3: DAG Card Trace Format

12.4 System Requirements

The DAG 3 Inddlation Guide [DAGIG] gives the following recommendations concerning the PC
which can host severd DAG capture cardst:

PC, at least Pentium I1 400 MHz, Intel BX or GX chip set
Minimum of 128 MB RAM

At least two free PCI dotswith 3.3V and 5V power

At least 2 GB free disk, more if large data sets are to be captured
Linux operating system with 2.2.x or 2.4.x kerndl

Debian tegting/ungtable Linux system for those users requiring the handling of files larger than 2
GBingze

If more than one DAG capture card is used within on PC, each card should get its own hard drive
for storing the records.

Conddering the statements of papers deding with storage and bandwidth requirements [ClearQ0,
Mich01] and some persona communication with the DAG devel opment team we would recommend
the following components for the PC:

1 When capturing traffic on an optical link, two DAG cards are required — one for each direction. Both cards may
be hosted by the same PC.
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CPU AMD Athlon 1.4 GHz/ 133 MHz Socket A
[Motherboard MSI K7T Turbo, 3 SDRAM, 2 UDMA-100

[RAM 2 x SDRAM 512 MB 133 MHz, 168 Pin, 3.3V

Hard Drives [2x Die-HD Western Digita WD1000BB 100 GB, 7200 min-1, UDMA-1002

Table 12-1: DAG PC System Requirements

Besdes the PC and the DAG capture cards, when capturing data transmitted over optica links, op-
tical splitters are needed to split off the sgnas and feed them into the DAG cards.

A detailed description of how to ingtdl the DAG capture card can be found in [DAGIG].

If more than one measurement point is used, it could be necessary to have timely synchronised re-
cords. The DAG capture card provides a RS-422 differential seria port for the connection to an
externd timing source. This port can be connected to the output of another DAG card, or to an ex-
ternal reference, such as the PPS output of a GPS receiver.

2 Optional the following hard drive could be used as well: Western Digital HD: 2 x IDE-HD Seagate Barracuda |V
ST380021A 80GB, 7200 min-1, UDMA-100
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