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Abstract-Internet is widely known for lacking any kind of
mechanism for the provisioning of Quality of Service
guar antees. An overlay Resour ce Control M anagement Layer on
top of a Differentiated Services core network is introduced for
managing and adjusting the resour ces among network elements.
This layer realises an algorithm which provides a dynamic
approach for resource distribution. Our experimental results
show that this algorithm can allocate network resources
according to traffic load and provide an adaptive and efficient
way for re-distributing the resour ces among metwor k elements.
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|. INTRODUCTION

The enormous rise in usage and popularity of Internet as wdl asthe
introduction of new applications, such as voice, video and advanced
multimedia applications have motivated the Internet Community
towards the research for improving the Quadlity of Service (QoS)
provided by today’ sbest effort networks.

The Differentiated Service (DiffServ) modd [1,2] has become a
preferred solution, which provides a scdable means for supplying
multiple levels of service, based on handling of traffic aggregates
This architecture achieves scdability by maintaining smple
functiondity a the core network and by shifting complex
mechanisms only &t the edges of the network.

Neverthdess the DiffServ architecture does not specify any kind of
mechanism for an overdl resource management and admisson
control. The Internet2 project [3] proposes the Bandwidth Broker
(BB) [4] architecture that controls the resources of adomeain, among
others. The proposad network architecture described in this paper is
based on the Diff Serv moded and the Bandwidth Broker concept. Its
objectiveisto enhance the origind Diff Serv architecture by adding a
new layer, the Resource Control Manegement Layer (RCML)
above it in order to provison QoS fegtures to the cusomers of the
network. The RCML is bedcdly a redisation of a digtributed BB
architecture, promising scaahility and efficiency characterigtics.

The RCML is composed of different distributed entities organised in
a hierarchical manner, each one managing the resources assigned to
it. The agorithm that assgns the initid resources to these entities
and further reasdgns them according to resource reservaion
requestsisthe main focus of this paper.

The paper is organised as follows Section 2 describes the overdl
architecture, Section 3 proposes an dgorithm for resource control
and digribution. Findly, Section 4 gives an edimetion and
evauation of the parameters of the proposed agorithm

. ARCHITECTURE

In this section the overdl architecture will be described and the
RCML wiill be particularly examined.

A. Architectural Principles

The proposed architecture ams to provide an efficient way for
managing the resources available to the network. It consgts of two
functiond aress the data plane that is respongble for tranamitting
Internet Protocol (IP) packets and an overlay cortrol plane, namely
the Resource Control Management Layer (RCML). The RCML
condgtsof threelogicd ertities, asdepicted inFig. 1.
The Resource Manager Agent (RMA) that is the highest
authority in an adminigrative domain. It is respongble for
admisson control decisons and of the network
resources. Moreover, it has the overdl view of the policies
enforced in a domain, and decides for the router configuration
ad of the bilaterd Service Levd Agreements
(SLA) between adjacent adminigtrative domains.
The Access Control Agent (ACA) that badcdly controls the
user access to the network by performing policy control, as
well as authorisation and accounting functions. Moreover, each
ACA is assigned the task of controlling an Edge Device (ED)
i.e corfigures the appropricte ED paraveles dfter a
reservation request is admitted by the RCML.
The End-User Application Toolkit (EAT) thet provides an
interface to the end-user gpplicationsthat enablesthemto signd
their requirementsto the QoSinfrastructure.
The configuration described in the paper considers only one RMA
per Internet Service Provider (ISP). In addition in this paper only
intra-domain issues are examined, while inter-domain aspects are
under research and they will be addressed in afuture work.
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Fig. 1. Resource Control Management Layer Architecture



B. Hierarchical Sructure of the RMA

In order to smplify the task of the RMA to handle the network
resources efficiently, the network is divided into sub-aress that form
atree dructure, where each sub-area is assgned its own resources.
The network adminigrator estimates these resources according to
treffic load forecasts and/or results retrieved by a messurement-
based platform.

It has been examined that lately the number of user requeds is
dramgtically increasing and a tandalone management entity could
not performwell under these conditions.

Therefore, the RMA is divided in logicd ertities (Resource
Managers, RM) and eech one of them is asdgned the task of
managing the resources of a sub-area. The RCA is based on the
hierarchica structuredepicted onFig. 2.

Fig. 2: Hierarchical Structure

Every node of the tree has none or many children and exactly one
father, except fromthe root node that has no fether. In addition, each
lesf of the tree dructure (Resource Maneger Ledf, RML) is
asodiaed to one Access Control Agent (ACA). During the gart-up
configuration procedure, the RMYRMLSs are assgned their initid
resources, which are provided by a datdbase managed by the
network adminigtrator. These initid resources may not reflect the
actud traffic load of each sub-areg, therefore, the RMSYRMLS
should be able to adjust resource assignments to red traffic
conditions, which are difficult to be forecasted and may change
during time.

Since the RMYRMLs are digributed and need to communicate for
the re-assignment of the resources among them, the CORBA
technology [5] isadopted for the RMA implementation.

In order to keep the interactions between two nodes as Smple as
possble, an event-driven modd is adopted, where a child RM/RML
adways requests more resources from its father or rdesses any
unusd ones. In this way the father is continuoudly aware of
his current available resources in order to further distribute
them as efficiency as possible. Consistently it is provided to
the father RM a kind of dynamic and automatic updating of
the current status of his resource alocations. In this way the
implementation complexity is kept realy low, without the
burden of areverse interaction.

The dgorithm that decides when a child should ask for more
resources from its father or give back the unused ones aswell asthe
caculation of the corresponding amount of resources is described in
the next section

II. DESCRIPTION OF THE ALGORITHM

In this section an dgorithm for resource didribution and
redigtribution will be presented.

A. Algorithm mechanism

The basic mechanism of the dgorithm is to handle efficiently the
cases when re-digtribution of resourcesis needed.

This is invoked when an RML does not have enough resources to
accommodate a new user request. According to the dgorithm
redised, an RML will make a request for additiond resourcesto its
father. The child mekes a request determining the minimum

additiond resources needed to admit the request and an upper limit
for the resourcesthat can accept fromitsfather.

Thefather isregponsible for deciding how many resourcesto giveto
its child, depending on the amount of resources requested, the upper
limit defined by the child and the amount of its free resources. In
cax, the father does not have enough resources will dso meke a
resource request to its faher RM (of the above levd). This
procedure can cortinue up to the root of the tree. The procedure of
finding additiona resources is bottom+-up, i.e. from the leaves of the
treeupto theroot.

B. [Initial Resource Distribution

The network adminigrator is responsble for defining the initid
resources to be didributed to the nodes of the tree Each RM
digributes its resources to its children according to the initid
amounts defined. After this top-down start-up procedure, initial
resources are assgned to al nodes of thetree.

Each RM and RML is badcaly described by the following set of

paraveters.

Rirex : upper limit of resourcesthat can be assgned to an
RM/RML

Rt : current resource assignment to an RM/RML

Res : eurrent reserved resources of an RM/RML

Riree : currently unused (free) resources of an RM/RMIL

Rav : maximum resourcesthat can be additionally assgned to
an RM/RML

The Ryex defines an upper limit for the traffic that an RM/RML can
afford.

The equations (1)-(6) describe the initid resource gatus of an
RM/RML aswell asthe reation of the resources of afather RM and
its children (f: father, c: children):

Rrex® Rat® O D
Riee= Rot~ Res @)
%v: Rrex - Rot (©)

res = SRt @
R mex® R ©)
SR max® R e (6)

C. Resource Didtribution

After theinitidisation of the tree and the assignment of theinitial set
of resources, user mekes its resource resarvaion requeds to the
EAT, which forwards these requests to the ACA. Under the
condition thet the user accessto the network is verified, ACA hands
over thisrequest to the corresponding RML for admisson cortrol.

A number of additiond parameters mus be defined fird. Fig. 3
depicts those parameters giving a more comprehensive view of the
implemented agorithm.:

Re : minimumresources requested froman RM/RML

Reo : rexources actually received froma child after a request
for more resourcesto itsfather

Anex : number of maxx resource hifts; father RM increasesthe
resources of itschild by Arex " Reg

Avin : number of min resource shifts; father RM increasesthe
resources of itschild by Arin Req

Ared : number of resources shifts, father RM increasesthe
resourcesof itschild by Ared " Reg
(Amx< A'nad <Anin< 1)

W . alowlimit for thefree resources of the RM

Why : ahighlimit for the free resources of the RM

W <wy< 1)
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Fig. 3: Parameters of the Resource Distribution algorithm

As long as the RML has enough resources to acogpt a resarvetion

reques,, thereis no need of redistribution of the resources In casean

RML does not have efficient resourcesto accommodatean R for a

reservation it asks more resources from its father RM, and the latter

decides how much to give back to it, Re. The same procedure can

be repeated many times, up to theroot of thetree.

The geps of the proposed agorithm executed by the RML &fter a

resource reservation request arel

1 if RRMLres + Rreq RRML
then reject the request

2. if R o+ Req <= R*
then admt request

max

R = R+ Reg
end t_her??’\SZ) ML
3. dseif R o+ Reg> RMy

then calcuIaIe resources to ask from father
X:(RRM res Rreq) - R
makear uest to father:
RRML — - RRVL o
Rrecv_ reqUESt(X RRMLav)
if request accepted by father RM
then admit the request
change total and reserved resources:

M
RRML‘ ot = ET?MLW + %recv
res — res eq
end then
elsereject the request;
end then(3)

When afather receives arequest for additional resources, request(x ,
Ra) , it caculatesthe actud additiond resourcesthat canreturnto its
child. The father will give a multiple (Amd{AnifAmd) Of the x
depending on the amourt of its free resources Rye The upper limit
of the resources that can be assigned to, is bounded by the Ry, (R
in reques() bdow). In case a faher RM can not assign to its child
not even the minimum amount of resources requested, it cdls the
same request function to its corresponding fether. The redlisation of
the request() isgiven:

L if Apx X <= W Ryee
then Rieey = MiN(Anax X, Roa)
Ries= Res+ Rreey
return Reeoy
end then (1)
2. dseif Apeg X<= Wy Reree
then Rrecv mn(Amed X, RCav)
Ries= Res+ Rreey
return Reeoy
end then (2)
3. dseif Anin X <= Ryee
then Reey = Min(Anin X, Ro)
Rres= Ries+ Rreoy
return Reeoy
end then (3)
4, eseaskresourcesfromitsfather

X’, = (Rres+ X) - Rt
R ey = request(x’, Ryy)
if request accepted by father

then
Rt = Rot + Rreo
goto step(1)
end then
elsereject the request;
end then (4);

Thew and thewy define two limits for the free resources of an RM.
Depending on the ration of the reservation request to a limit of the
free resources, an gppropriate multiple of the requested resources is
given. In case that a multiple of the requested resources is less than
the low leve of free resources then the A Of the requested
resources is given. That implies that requested resources are redly
very sl in comparisonto the free resources of the RM.

D. Resources Release

When a user makes a rdease request to the RML, the later deletes
the reservation and checks whether or not it can release any unused
resourcesto itsfather. In order to take such decison an additiond set
of varigbles are defined:

I : alowwatermark, I<1

Res : reserved resources before the deletion of reservation
R res : reserved resources after the ddetion of reservation
R : resourcesto be released to the upper level

a ;a<l

The low watermark, |, is used to check the current Satus of reserved
resources of an RM/RML. In case the reserved resources are below
this watermark, this indicates that there are unused resources that
should be given to the upper level. The amount of released resources
should be cdculated conddering the trade-off between giving as
much as possible and keegping resources for future use.

The dgorithm for deciding and cdculating the resources to be
rleased is

1. After the deletion of reservation reserved resources are

2. If (R’res< R ) and (Res> R.)
then
calculate how much to release to the upper level
The new reserved resources after the release must
be between the R'igrand | - R’y

R’res a (R’tot"'l Rtot)
R tot — Rtot R rel
Fromabove: R g = Rt - Res/ (@(1 + 1)
release R 1o
end then (2)

3. else do not relase resources.

Thevaue of a, determinesindirectly the actud amount of resources
released. Infact, it goecifiesthe desired revel of reserved resourcesin
the new dae of totd resources of an RM/RML (after an amount of
resources has been rdessed, i.e. R o).

V. SIMULATION

A. Smulation methodology
Smulations were carried out in a Pentium [11 PC with the help of a

oecid tool that has been developed in JAVA programming
language. In order to understand fully the behavior of the adgorithm,



atree gructure has been defined and implemented, depicted in Fig.
4. Theactud tree gructure does not play acrucid role for the gudy
of the proposed dgorithm.

Fig. 4: Smulation topology

A smulation experiment condss of arandom process of reservation
request arrivals. Each request arriving to an RML may be admitted
or rgjected according to the specifics of the dgorithm in question.
The inter-arrivd time of reservation request follows an exponentid
modd, while the size of the resources requested follows a random
moded. A reservation request may arrive to each leaf node with the
same probability. The reservation requests may have a capacity of
64, 128 or 512Kbps. More precisdly, the capacity goecifies the peek
rate of resarvation requests originated by the hogt. Other details thet
specify the nature of the requests eg. average rate, are omitted since
they are not necessary for the description of the objectives of the
implemented agorithm.

During smulations the average utilization of each node of the tree
and the number of interactions (request() cdls) invoked are
measured, using different dgorithm configurations.

B. Results

A number of dmulations have been carried out, where the behaviour
of the adgorithm has been examined under different set of values of
parareters. TABLE | summarises those parameters and assigns to
them apossible value.

TABLEI
MAIN VARIABLES OF THE ALGORITH

Variable Value
A 53-8)
Amg 3(24)
A 1(1-3)

WL 0,2
WH 0,6
[ 0507
a 05

We have examined our agorithm under two basic cases: with initia
reources, Ry and with zero initid Ry resources. The second
condition can be preferred when there are not actud forecadts of the
treffic load of the sub-areas of the network, o resources are
digributed according to the demand. The root of the tree only hasan
initial R

Primarily we have examined the variation of Ry and R in time for
dl the RMSRMLs of thetree, changing the values of the parameters
in TABLE | for both dtuations. In generd the dgorithm offers an
exceptiona adaptability as indicated in FHg. 4 for an RML. The
adaptability of R to the reserved resources, R« depends mainly on
the vaues of A and |. The greater the vaue of Aney the less
adaptive the agorithm becomes, Snce a grester amount of resources
will be re-asigned to a child after a request() cal. The vaue of |
determines the level that resource rdease mugt be, meaning that the

grester its vaue is, the sooner unused resources will be released to
the upper level.
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Fig. 5: Status of Resources of aRML
In sequence the number of interactions among dl nodes of the tree
was examined for different vaues of A, for both cases As
depicted in FHg. 5 the gregter the vaue of Any the smdler the
number of interactions for both cases The zero initid resources
may provide generaly an additiond efficiency and adaptability, but
in the beginning of resource reservetion phase every new reservetion
request invokes a st of sequertid request() cdls from the RML up
to theroot of thetree. That judifiesthe large deviation of the number

of interactionsamong thetwo cases.
— zero initial resources
— with initial resources
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Fig. 6: Number of interactionsin relationto Amax
Another crucid characterigtic for the performance of the proposed
dgorithm is the utilisation of the network resources The average
utilisation has been measured for the both cases, varying the vaue of
Anress s illugrated in Fig. 6. The dgorithm redly provides a high
utilisation, which isinversely proportiond to the value of Ay



0,9

o
©

= zero initial resources
— with initial resources

Utilisation
o
~

o
)

0,5

0,4 T T T . . . :
0 1 2 3 4 Amax5 6 7 8
Fig. 7: Utilisation in relation to Amax

The current utilisetion of resources of each node depends dso
directly on the vaue of |, snce | composes an under bound for the
utilisgtion.

It has been dso examined the response of the dgorithm to the
modification of vaues of the other parameters. A, Amess WH and W
a0 influence the utilisation and the number of interactions in the
same way as Ay bUt they have a smdler impact than A In
addition the behaviour of the parameter a is iderticd to that of |,
dnce they both determine the gate thet release of resources should
take place.

Summarisng, there is trade-off between the utilisation of network
resources and the interactions between the nodes of the tree. When
the main god of the implementation is a smdl number of
interactions among the remote nodes for improving the
performance, then a reatively large vaue of Ay iS required.
Consequertly, asmdler utilisation of network resourcesis achieved.
It depends ds0 on the network adminigrator to tune appropriatey
the vaue of A and the other parameters in order to achieve the
desired performance.

V. CONCLUSIONS

The overdl architecture presented in this paper addresses the
problem of QoS provisoning in IP networks, providing adigtributed
BB architecture. The RCML isintroduced and is regponsible for the
handling of the resarvaion requests, performing policy-based
admisson control, configuring the network in atop-down gpproach,
managing the network resources and dynamicaly redigtributing
them among the network dements.

This paper implements and evaduates the dgorithm used by the
RCML for digribution and re-digribution of resources of the
underlying network. The proposed dgorithm provides a high
performance and agreat adaptability, evenin ahighly random traffic
moded, while the network resources are used redlly efficiently.
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