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Abstract

This paper systematically shows the caveats of non-optimal RED parameter setting and evaluates a quantitative model how to set RED parameters as a function of the scenario parameters bottleneck-bandwidth, round-trip-time and number of TCP flows. Using this model, it is shown by simulation that properly configuring RED for bulk-data and Web-like TCP traffic assuming knowledge of the scenario parameters is feasible and necessary. In order to show this necessity, the end-to-end performance decrease in case of non-optimal parameter setting is investigated.
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1 Introduction

The RED (Random Early Detection) queue management algorithm [1][2] for congestion avoidance in cooperation with end-to-end transport protocols has been widely discussed in the literature and is implemented in commercially available routers. RED uses the parameter-set \{\text{minth}, \text{maxth}, \text{maxp}, \text{wq}\} in order to probabilistically drop packets arriving at a router output port. If RED’s average queue size (avg) is smaller than \text{minth} no packet is dropped. If \text{minth} < \text{avg} < \text{maxth}, RED’s packet-drop probability varies between zero and \text{maxp}. If \text{avg} > \text{maxth}, each arriving packet is dropped. The average queue size is computed as the exponentially weighted moving average of the instantaneous queue size with weight parameter \text{wq}.

Recent simulations [3][4][5] with FTP-like traffic have shown that achieving RED’s control-goal of making the average queue size converge between \text{minth} and \text{maxth} without heavy oscillations is sensitive to parameter setting. Oscillations are harmful as they cause periods of link underutilization when the instantaneous queue size equals zero followed by periods which can not be controlled by RED anymore when the average queue size exceeds \text{maxth} or the instantaneous queue approaches the total buffer size. In a DiffServ environment, oscillations may decrease RIO’s [6] ability to preferentially drop out-of-profile packets against in-profile packets.

The problem of parameterizing RED means setting four inter-dependent RED parameters (\text{minth}, \text{maxth}, \text{maxp} and \text{wq}) properly as a function of three scenario parameters (bottleneck bandwidth, number of TCP flows, round-trip-time). If one of the RED parameters is not set properly convergence (i.e. bounded oscillation of the average queue size between \text{minth} and \text{maxth}) can not be achieved - see section 4. Note that configuring a RED gateway requires additional criteria to be taken into account, which are not considered in this paper as they are not of importance for stability. For instance, the setting of \text{wq} has also major influence on the RED gateway’s ability to absorb traffic bursts; setting \text{minth} high enough is important for high link utilization in transient state.

* This work is partially funded by the IST project Aquila.
Section 2 summarizes related research; section 3 describes the simulation setup and section 4 illustrates the RED parameter dependencies. In section 5 a quantitative model for the setting of maxp, maxth and minth as developed in a companion paper [7] is summarized. Section 6 evaluates the model by simulations with Web-like TCP traffic and investigates the end-to-end performance of different RED parameter settings. Finally, section 7 concludes this paper.

2 Related Research

Early publications mentioning the topic of parameter setting give qualitative recommendations ignoring some dependencies of RED parameters on scenario parameters. As a rule of thumb, [1] [9] recommend to set minth to five packets and maxth to at least three times minth. The exact value of minth has to depend on the burstiness of the arrival process, link capacity, propagation delay and maximum buffer size. Additionally, it is remarked that the optimum setting of minth and maxth balances a trade-off between high queuing delay and poor link utilization. [1] mentions that the difference between minth and maxth should be greater than the typical increase of the average queue size in one round-trip-time. Without giving quantitative guidelines, the latter two statements imply that the difference between minth and maxth should be directly proportional to the bandwidth*delay product of the scenario. Based on the observation that steady state drop rates for TCP flows rarely exceed 5% in realistic scenarios, [9] recommends to set maxp to 0.1. Finally, it is recommended to set wq equal to 0.002 in order to balance a trade-off between setting wq too low and thereby responding too slowly to transient congestion and setting wq too high implying the incapability to filter out transient bursts. Based on measurement results and without developing a quantitative model, [10] recommends to set the buffersize with RED gateways to the bandwidth*RTT product in order to avoid link underutilization.

A first step to quantitatively model TCP with RED in order to provide recommendations for RED parameter settings has been made in [11]. This paper uses the TCP model proposed in [13] to set wq as a function of the scenario parameters. [12] proposes a quantitative model how to set wq based on RED’s response to a unit-step input signal without modeling the feedback system as done in [11]. Independently of each other and using different approaches quantitative models for all RED parameters relevant for stability have been published in [7] and [14]. [15] compares the end-to-end performance of RED, gentle RED and Tail Drop. [16] shows that RED-like mechanisms tend to oscillate in the presence of two-way TCP traffic.

3 Simulation Settings

Abbreviations used throughout this paper:
• B: buffer size at bottleneck in packets
• C: bottleneck capacity link in Mbps
• L: bottleneck capacity in mean packets per second
• D: delay of Bottleneck link in ms
• d: total propagation delay in ms
• N: number of flows

Simulations presented in this paper have been performed with ns-2 [17]. In all simulations N TCP flows start at random times between zero and 10 seconds of simulation time. Hosts 1-3 act as sources, hosts 4-6 act as sinks. Host 1 starts N/3 TCP flows to host4, host2 starts N/3 TCP flows to host5, host3 starts N/3 TCP flows to host6. TCP data-senders at host2 are of type TCP-SACK, all others are TCP-Reno. Packet sizes are uniformly distributed with a mean of 500 bytes. The simulated network is shown in figure 1. All 500 Mbps links have drop-tail queue management; buffer sizes are set sufficiently high to avoid packet loss. The link between router1 and router2 uses RED queue management. Packets are discarded solely at the bottleneck-link from router1 to router2.
RED is operated in packet mode as earlier simulations did not show any difference regarding the convergence behavior of the queue with RED in byte and packet mode. The “mean packet-size” parameter of RED is set to 500 bytes. In all queue size over time figures the avg is plotted with a fat line, the instantaneous queue size is plotted with a thin line. All simulations have been repeated several times in order to ensure convergence of results.

4 Dependency of RED Queue on Scenario Parameters

This section illustrates that simple rules of thumb, proposing constant RED parameter settings, are not sufficient to make the queue converge between minth and maxth in scenarios with infinite length bulk-data TCP flows. Contrary, the RED parameters relevant for stability (maxp, maxth-minth, wq) have to be set as a function of bottleneck bandwidth, RTT and number of TCP flows. As shown in this section, maxp determines RED’s equilibrium point (i.e. the infinite time average of the RED queue size) which should at least in scenarios with bulk-data TCP traffic only stay close to (minth+maxth)/2. The difference between minth and maxth determines the amplitude of the oscillation of the queue size around the equilibrium point. Goal is to set maxth-minth high to avoid extensive oscillations and on the other hand as small as possible to keep queueing delay low. Finally, setting the wq parameter too small (i.e. making the average queue size track the instantaneous queue size too slowly) for a given scenario provides another cause for oscillation around the equilibrium point. In order to show the system behavior under the simpler steady state conditions, FTP like infinite bulk data TCP flows are simulated in this section. In section 6 realistic Web traffic will be used.

4.1 Constant maxp

Simulation1: varying bottleneck bandwidth

<table>
<thead>
<tr>
<th>graph</th>
<th>C</th>
<th>D</th>
<th>N</th>
<th>minth</th>
<th>maxth</th>
<th>B</th>
<th>maxp⁻¹</th>
<th>wq</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0.5</td>
<td>100</td>
<td>100</td>
<td>8</td>
<td>33</td>
<td>50</td>
<td>10</td>
<td>0.002</td>
</tr>
<tr>
<td>b</td>
<td>5</td>
<td>100</td>
<td>100</td>
<td>42</td>
<td>167</td>
<td>250</td>
<td>10</td>
<td>0.002</td>
</tr>
<tr>
<td>c</td>
<td>20</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>400</td>
<td>600</td>
<td>10</td>
<td>0.002</td>
</tr>
<tr>
<td>d</td>
<td>50</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>400</td>
<td>600</td>
<td>10</td>
<td>0.002</td>
</tr>
</tbody>
</table>

Figure 2 a-d, inst. and average queue size over time
The aggressiveness of an aggregate of TCP flows depends on the per flow bandwidth*RTT product as defined by C*RTT/N. The smaller the per flow bandwidth*RTT product, the higher the aggressiveness, and the higher maxp has to be set in order to make the equilibrium point stay close to (minth+maxth)/2. Simulation 1 varies the bottleneck capacity. As the increasing bandwidth causes the per-flow bandwidth*delay product to increase, the aggressiveness of the TCP flows and thereby the average queue size decreases from subfigure a to d. In figure a maxp is too small, causing convergence of avg to maxth and thus forced packet drops (i.e. packet drops not controlled by RED’s drop function ranging from 0 to maxp). In figures c and d maxp is too high, causing avg to oscillate around minth resulting in poor link utilization as the queue is often empty.

Simulation 2: varying RTT

<table>
<thead>
<tr>
<th>graph</th>
<th>C</th>
<th>D</th>
<th>N</th>
<th>minth</th>
<th>maxth</th>
<th>B</th>
<th>maxp</th>
<th>wq</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>5</td>
<td>1</td>
<td>100</td>
<td>8</td>
<td>33</td>
<td>50</td>
<td>10</td>
<td>0.002</td>
</tr>
<tr>
<td>b</td>
<td>5</td>
<td>50</td>
<td>100</td>
<td>21</td>
<td>83</td>
<td>125</td>
<td>10</td>
<td>0.002</td>
</tr>
<tr>
<td>c</td>
<td>5</td>
<td>100</td>
<td>100</td>
<td>42</td>
<td>147</td>
<td>250</td>
<td>10</td>
<td>0.002</td>
</tr>
<tr>
<td>d</td>
<td>5</td>
<td>200</td>
<td>100</td>
<td>83</td>
<td>333</td>
<td>500</td>
<td>10</td>
<td>0.002</td>
</tr>
</tbody>
</table>

![Figure 3](image_url)

Another parameter for the aggressiveness of a TCP aggregate is the RTT. As the RTT increases the per flow bandwidth*RTT product increases too, causing avg to move away from maxth closer to minth.

Obviously, the per-flow bandwidth*RTT product decreases with increasing number of flows. As a consequence, the average queue size moves from a state of oscillation around the minimum threshold to the maximum threshold in case the bandwidth is constant and the number of TCP flows is increased. This has been shown in [4].

In subsequent simulations maxp is set such that the equilibrium point stays roughly at (minth+maxth)/2. RED’s minth, maxth and buffersize parameters are set as a function of the bandwidth*RTT product of the specific scenario.

4.2 Constant wq

If wq is too high, RED will not filter out transient bursts. An upper bound for wq as a function of minth and the number of packet arrivals has been given in [1]. If wq is too small, RED is not able to detect the initial stages of congestion as the average queue size follows too slowly the changes in the instantaneous queue size. There exists a dependency of wq on RTT and number of flows (see [11]), due to space limitations, however, we solely show the dependency on bottleneck bandwidth.
Simulation 3: varying bandwidth, \( wq \) constant

<table>
<thead>
<tr>
<th>graph</th>
<th>C</th>
<th>D</th>
<th>N</th>
<th>minth</th>
<th>maxth</th>
<th>B</th>
<th>maxp(^{-1} )</th>
<th>wq</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0.1</td>
<td>100</td>
<td>100</td>
<td>8</td>
<td>33</td>
<td>50</td>
<td>1.3</td>
<td>0.002</td>
</tr>
<tr>
<td>b</td>
<td>0.5</td>
<td>100</td>
<td>100</td>
<td>8</td>
<td>33</td>
<td>50</td>
<td>1.8</td>
<td>0.002</td>
</tr>
<tr>
<td>c</td>
<td>2</td>
<td>100</td>
<td>100</td>
<td>17</td>
<td>67</td>
<td>100</td>
<td>3.43</td>
<td>0.002</td>
</tr>
<tr>
<td>d</td>
<td>50</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>400</td>
<td>600</td>
<td>160</td>
<td>0.002</td>
</tr>
</tbody>
</table>

Figure 4 a-d, inst. and average queue size over time

In the 100kbps scenario \( \text{avg} \) follows the instantaneous queue size too slowly. This causes convergence of \( \text{avg} \) in between \( \text{minth} \) and \( \text{maxth} \) but severe oscillation of the instantaneous queue size and thereby periods of link underutilization followed by periods of forced drops. Increasing the bottleneck capacity causes the average queue size to track the instantaneous queue size closer, and a decrease in the amplitude of the queue size oscillation (see figures b-d).

4.3 Constant difference between \( \text{maxth} \) and \( \text{minth} \)

Simulation 4: varying bottleneck bandwidth

<table>
<thead>
<tr>
<th>graph</th>
<th>C</th>
<th>D</th>
<th>N</th>
<th>minth</th>
<th>maxth</th>
<th>B</th>
<th>maxp(^{-1} )</th>
<th>wq</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0.5</td>
<td>100</td>
<td>100</td>
<td>10</td>
<td>160</td>
<td>213</td>
<td>3.67</td>
<td>0.008</td>
</tr>
<tr>
<td>b</td>
<td>5</td>
<td>100</td>
<td>100</td>
<td>10</td>
<td>160</td>
<td>213</td>
<td>7.38</td>
<td>0.002</td>
</tr>
<tr>
<td>c</td>
<td>20</td>
<td>100</td>
<td>100</td>
<td>10</td>
<td>160</td>
<td>213</td>
<td>46.5</td>
<td>0.002</td>
</tr>
<tr>
<td>d</td>
<td>50</td>
<td>100</td>
<td>100</td>
<td>10</td>
<td>160</td>
<td>213</td>
<td>25</td>
<td>0.002</td>
</tr>
</tbody>
</table>

Figure 5 a-d, inst. and average queue size over time

Simulation 5: varying RTT

<table>
<thead>
<tr>
<th>graph</th>
<th>C</th>
<th>D</th>
<th>N</th>
<th>minth</th>
<th>maxth</th>
<th>B</th>
<th>maxp(^{-1} )</th>
<th>wq</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>5</td>
<td>1</td>
<td>100</td>
<td>10</td>
<td>100</td>
<td>133</td>
<td>2.81</td>
<td>0.002</td>
</tr>
<tr>
<td>b</td>
<td>5</td>
<td>50</td>
<td>100</td>
<td>10</td>
<td>100</td>
<td>133</td>
<td>4.21</td>
<td>0.002</td>
</tr>
<tr>
<td>c</td>
<td>5</td>
<td>100</td>
<td>100</td>
<td>10</td>
<td>100</td>
<td>133</td>
<td>6.31</td>
<td>0.002</td>
</tr>
<tr>
<td>d</td>
<td>5</td>
<td>300</td>
<td>100</td>
<td>10</td>
<td>100</td>
<td>133</td>
<td>25</td>
<td>0.002</td>
</tr>
</tbody>
</table>
As shown in figure 5 and figure 6, the difference between maxh and minh has to be a monotonically increasing function of the bandwidth×delay product in order to avoid oscillation. If maxh-minh is too small compared to the bandwidth×delay product, the queue size oscillates significantly. Simulations in [7] show that the setting of maxh-minh to provide convergence of the queue can additionally be considered dependent on the number of flows traversing the link.

5 A Model for RED Parameter Setting

[7] develops a quantitative model how to set RED parameters as a function of the scenario parameters C*RTT and N. This model makes use of a model how to set wq proposed in [11] and provides quantitative rules how to set maxp and maxh-minh in order to achieve convergence of the RED queue. The present paper is based on the model proposed in [7], thus we summarize this model in subsequent paragraphs.

The paper modelling wq [11] finds that setting the RED averaging interval \( l \) equal to the length of the average TCP period of window increase and decrease due to a packet drop, gives a good compromise between the opposing goals of maintaining the moving average close to the long term average and making the moving average respond quickly to a change in traffic conditions (such as an increase in the number of flows). The length of the TCP period \( l \) is derived using results from [13]. For the sampling interval \( \delta \) an upper bound equal to a minimum RTT is derived. The queue weight can then be computed as

\[
wq = 1 - \alpha \frac{\delta}{l}
\]

where \( \alpha \) is a constant parameter in the order of 0.1.

In order to quantitatively model maxp as a function of C, N and RTT to keep the equilibrium point close to (minh+maxh/2), a steady-state analysis is performed in [7]. This analysis borrows from the fact that the long term average of the sum of the arrival rates of any aggregate of N TCP flows, each flow having a rate \( R_i \), equals the link capacity:

\[
L = \sum_{i=1}^{N} R_i
\]

Substituting \( R_i \) by the expression derived for TCP rates in [13] we get a function of the drop probability \( p \), \( L \), \( N \), and a distribution of round trip times. Our goal is to make the average queue size converge at \((\text{min} + \text{max})/2\), which corresponds to a drop probability of \( \text{maxp}/2 \). Thus, substituting \( p \) by \( \text{maxp}/2 \), the optimum setting of \( \text{maxp} \) as a function of \( L, \text{RTT} \) and \( N \) can be derived:

\[
L = \sum_{i=1}^{N} \frac{R_i}{\text{RTT} \cdot \frac{\text{maxp}}{3} \cdot i \\min \left( 1, \frac{3 \cdot \text{maxp}}{16}, \frac{1}{\text{min} \cdot \text{maxp}} \right) \left( \frac{\text{maxp}}{2} + 4 \cdot \text{maxp} \right)}
\]

We are not able to provide an analytically derived closed-form expression for \( \text{maxp} \) as solving (3) for \( \text{maxp} \)
results in a polynomial of degree seven. However, numerical solution provided that \( L, N \), and the distributions of \( RTT \) and \( T \) are given is feasible. For derivation of \( \text{maxp} \) the round trip time \( RTT_j \) and the retransmission timeout time \( T_j \) of a flow \( j \) is set as follows:

\[
RTT_j = 2d_j + (\text{minth} + \text{maxth})/(2L)
\]

\[
T_j = RTT_j + 2(\text{minth} + \text{maxth})/L
\]

The term \((\text{minth} + \text{maxth})/(2L)\) matches the average queueing delay at the bottleneck, \( d_j \) denotes the total propagation delay of RTT class \( j \). As implemented by TCP, \( T \) is computed as the \( RTT \) plus four times the variance of the \( RTT \), approximated by the average queueing delay at the bottleneck.

Due to the lack of a tractable and sufficiently accurate analytical model [7] uses an empirical approach to determine the setting of \( \text{maxth-minth} \) as a function of the bottleneck bandwidth, \( RTT \), and the number of flows. The idea behind this empirical model is that one may find out the proper setting of \( \text{maxth-minth} \) for a specific scenario (as defined by the bandwidth*RTT product and number of flows) by manually adjusting the difference between \( \text{maxth} \) and \( \text{minth} \) such that the amplitude of the oscillation of the queue size stays constant at some fraction of \( \text{maxth-minth} \). These numerous simulations, exploiting the maximum range of link speeds, propagation delays and number of flows the \( ns \) simulator allows on high-end PCs, result in a cloud of points in the 3-dimensional \( (\text{maxth-minth}/\text{bandwidth} \times \text{RTT}/\text{number of flows}) \) space. The cloud of points is then approximated numerically, yielding a model how to set \( \text{maxth-minth} \):

\[
\text{maxth-minth} = 0.2158 \cdot C \cdot aRTT + 0.567 \cdot N + 84.7
\]

Note that (6) gives a lower bound; simulations show that the amplitude of the oscillation decreases further if \( \text{maxth-minth} \) is set higher than suggested by (6). The term \( aRTT \) denotes the average RTT of a scenario. Equation 6 has been derived based on simulations with 500 bytes packets. [7] additionally shows the constants for (6) based on simulations with other packet sizes.

Above equations are partially interdependent (e.g. \( aRTT \) depends on \( \text{maxp} \); \( \text{maxp} \) depends on \( \text{minth} \) and \( \text{maxth} \)) and are thus combined in a non linear system of equations which is solved numerically. Equations 1-6 represent the total quantitative model of RED with bulk-data TCP flows, suitable for heterogeneous RTTs. This model requires as an input the \( RTT \) distribution, the number flows and the bottleneck capacity and outputs the RED parameters.

6 Evaluation of the Model

We have executed simulations and measurements with many different input parameters from the (bandwidth*RTT, number of flows) space in [7]. The fundamental result of this analysis is that in all cases the average queue size converges between \( \text{minth} \) and \( \text{maxth} \) as desired and the amplitude of oscillation is in the range of \((\text{maxth-minth})/2\). This paper moves a step further in evaluating the model.

6.1 Web traffic

In addition to the simulations in [7], we investigate the applicability of our RED model to Web-like traffic. For that purpose we use a model of Web traffic which is described in [19]. This model is implemented in recent distributions of \( \text{ns-2} \) [17]. Three load scenarios (low, medium, high) are created by changing the number of Web sessions from 600, 700 to 800. The bottleneck bandwidth is set to 5Mbps, bottleneck delay to 100ms; for the rest of the parameter settings we refer to section 3.

Red parameters:
Figure 7 a-c: RED queue size over time for 600, 700 and 800 Web sessions

Figure 8 a-c: Number of active flows over time for 600, 700 and 800 Web sessions

Figure 7 shows the behavior of the queue size over time. In order to enable the use of our model we need to estimate the number of active flows $N$ (see table above). Unlike the FTP case, the load varies significantly over the course of the simulation as shown by the active number of TCP flows against the time in Figure 8. For the low load scenario the queue size stays low because on average the link capacity is higher than the rate of incoming traffic. For the medium and high load scenarios it can be seen that for some periods of time, the average queue size converges between minth and maxth in a similar way as in the FTP traffic case (see [7]). By comparing the actual load condition and the queue size behavior, it can be seen that these convergence periods go in parallel with periods, where the actual number of flows has approximately the same value as the number of flows parameter that was used as an input to the RED model. This behavior has been observed in all simulations and it is thus concluded that the model for calculating RED parameters is not only suited for FTP traffic but can also be applied to Web-like traffic. It is, however, very difficult (if not impossible) to get a good estimate for the number of concurrent flows as this metric fluctuates heavily. In any case, this is not a weakness of the model (because any model would need a reasonably accurate estimator for the number of flows as an input parameter), but instead a problem of RED’s sensitivity to traffic variations.
6.2 End-to-end performance with FTP flows

In this section the performance of the RED algorithm with different parameter settings is compared. One setting is determined through our model. The other settings are such that the buffer size equals the bandwidth*RTT product and the remaining parameters are chosen as given in table 1. The metrics of comparison are aggregate TCP goodput, the standard deviation of the queuing delay a packet infers at the congested router output port, and the number of forced drops from the RED queue management. The simulated topology and traffic generators are the same as documented in section 3; the bottleneck bandwidth equals 10 Mbps, the bottleneck propagation delay equals 100ms.

Table 1 shows the parameter settings for these simulations, covering 10 load scenarios with 20, 60, 40, 140, 180, 220, 240, 260, and 340 flows respectively. In order to keep this table at a reasonable size, however, we only mention 3 load scenarios in table 1 for the simulations based on the model for RED. For other simulations parameter settings stay constant independently of the load.

The parameter set PS 1 is determined through evaluation of the RED model as developed in the previous section. For PS 2, minth is set to 1/4, maxth to 3/4 of the buffer size; the buffer size is set equal to the bandwidth*RTT product; the values for maxp and wq are chosen as recommended in [1]. PS 3 employs a higher constant maxp value and in PS 4 the difference between maxth and minth is chosen smaller than what our model suggests.

<table>
<thead>
<tr>
<th>Parameter set</th>
<th>PS 1 (RED model)</th>
<th>PS 1 (RED model)</th>
<th>PS 1 (var. num flows)</th>
<th>PS 2 (high maxp)</th>
<th>PS 3 (low maxth-minth)</th>
</tr>
</thead>
<tbody>
<tr>
<td>num. flows</td>
<td>20</td>
<td>180</td>
<td>340</td>
<td>20,340</td>
<td>20,340</td>
</tr>
<tr>
<td>minth</td>
<td>83</td>
<td>83</td>
<td>83</td>
<td>83</td>
<td>183</td>
</tr>
<tr>
<td>maxth</td>
<td>331</td>
<td>373</td>
<td>330</td>
<td>330</td>
<td>230</td>
</tr>
<tr>
<td>buffersize</td>
<td>497</td>
<td>559</td>
<td>500</td>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td>1/maxp</td>
<td>665,99</td>
<td>14,14</td>
<td>13,00</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>wq</td>
<td>0.000166</td>
<td>0.000717</td>
<td>0.000546</td>
<td>0.002</td>
<td>0.002</td>
</tr>
</tbody>
</table>

Table1: Parameter settings for simulations

Figure 9 a-c; TCP goodput, std. dev. of queueing delay and number of forced drops over the number of flows

As far as the aggregate TCP goodput (figure a) is concerned, the influence of different parameter settings is not very strong. PS 3 and PS 4 perform slightly worse in the low load scenarios due to different reasons. With PS3 the queue size oscillates heavily due to the small difference between maxth and minth and thus the link becomes idle several times (see also section 4.3). With PS4 the high maxp (and thus RED’s overly aggressive drop behavior given the specific load situation) enforces TCP flows to back off as soon as the avg. queue-size exceeds minth and thus causes link underutilization (see also section 4.1). Note that goodput would be even worse in case maxp or the bandwidth*RTT product was chosen higher for these scenarios.

The standard deviation of queueing delay within the RED queue is to a high degree influenced by the parameter set employed (see figure b). For PS 1 the deviation is rather constant as our model correctly proposes
a parameter set which establishes low amplitude oscillations of the queue size for all load scenarios. For all
other settings, there are some scenarios where the queue size oscillates heavily. With PS 3, this is e.g. the case
in medium load scenarios, where the queue size fluctuates between zero and almost maxth. On the other hand,
there are scenarios where the standard deviation of queueing delay becomes very low. This is, e.g., the case
with PS 2 and PS 4 which can not control the average queue size between minth and maxth but rather make the
queue converge to maxth.
Convergence to maxth, however, also results in a high probability of forced packet drops (see figure c). PS
4 is worst in this respect as the improperly small setting of maxth-minth lets the average queue size often
exceed maxth. With PS 2, leaving maxp simply constant, RED is unable to control the traffic aggregate in the
high load scenarios and thus forced drops are getting more frequent. Recall that forced packet drops are malici-
ous as mechanisms like ECN won’t work in this case. With PSI and PS3 forced packet drops do not occur.

7 Conclusions

This paper aims at systematically investigating the stability criteria of RED and evaluating quantitative
guidelines for the setting of RED parameters proposed in companion paper [7]. As the stability of the system
does not solely depend on the RED parameters but also on the behavior of end-to-end congestion control and
the time scales of the arrival process, we focus on bulk-data TCP traffic for illustration of the dependencies of
RED parameter setting on bandwidth*RTT product and number of TCP flows. We show that the queue oscil-
lates heavily if the difference between minth and maxth is set too small and that the queue converges to maxth
or oscillates around minth if maxp is not set correctly. Subsequently, we briefly summarize the system of equa-
tions representing the quantitative model how to set the RED parameters as a function of bottleneck bandwidth,
number of flows and round-trip-time distribution and evaluate the model by simulations with realistic Web-like
TCP traffic. It is shown that if the input parameters to the model are reasonably accurate (especially the number
of active flows parameter), the model provides correct parameter settings.

Subsequently, RED with parameter settings according to the model is compared with RED employing rea-
sonable but non optimized parameter settings. These simulations provide quantitative results on the end-to-end
performance decrease in terms of the goodput degradation, high variation in queueing delay and forced packet
drops caused by non optimized RED parameter settings.

All in all it is questionable whether appropriate setting of RED parameters is possible in a realistic Internet
environment. Although quantitative models like [7] or [14] make an important step ahead in gaining knowl-
edge how to set RED parameters, it is questionable whether ISPs will be able to retrieve sufficiently accurate
information about the RTT of flows and the number of flows traversing a router. Additionally, such models can
not be applied to scenarios with flows not congestion controlled by TCP without adaptations. This indicates
that future queue management algorithms should employ a smaller parameter set and exhibit less dependencies
on traffic variability than RED. As shown in [15], “gentle RED” is an example for such an algorithm. Obvi-
ously, models for RED parameter setting as proposed in [7] can be applied to any RED derivate.
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