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Abstract 
Disregarding non-functional properties is an important project risk. They have to 
be taken into consideration throughout the system’s life cycle. Particularly, they 
must be considered as early as possible in the design phase. Especially in the area 
of component-based software development it is also important to be able to sepa-
rate functional and non-functional requirements. Pervasive treatment of non-
functional properties allows reusing components in previously uncovered envi-
ronments. 
In this paper we present an approach that aims at treating non-functional aspects of 
a system all the way from design time models to runtime enforcement and Quality 
of Service (QoS) guarantees. In particular, this includes transformation of non-
functional property specifications from a human-readable in a machine-readable 
form, scheduling of component usage, and resource reservation.  
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1 Introduction 
We aim at the development of component-based software [13] with non-functional requirements – and in par-
ticular Quality of Service (QoS) requirements. These QoS requirements play an increasingly important role in 
software development. They constitute an important project risk and therefore need to be taken into account as 
early as possible in the development process. This includes specifying, and analyzing non-functional properties 
of models of the system under development, but also using this information further down in the process. Figure 1 
gives an overview of the process, which is being developed as part of the COMQUAD1-project. 
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Figure 1 Process overview 

Our process is based on the specification language CQML+ [11], an extension to CQML [1], as well as UML, the 
unified modeling language [10]. The language allows separation of measurement definition and specification of 
non-functional properties of applications using these measurements. Measurement definitions can be very com-
plex, but on the other hand will be developed only once. Therefore, we separate the roles of measurement de-
signer and application designer in our process. Their combined efforts lead to a complete specification of the 
system including its non-functional properties.  

This specification can be used for a variety of purposes. Besides generating code for runtime monitoring of QoS 
parameters, its main use is in providing a base for scheduling and resource reservation in the running system. To 
this end, the specification is first transformed from a human understandable form into a more compact, XML-
based form that has been optimized for machine usage. The runtime environment – the component container (or 
just container) – uses the information in this specification to schedule component usage. This has been named 
Container-Based Scheduling in Figure 1. Based on the schedule the container can then reserve resources on 
behalf of each component. 

The resource management is based on DROPS – the Dresden Real-time OPerating System [2]. The DROPS re-
source management consists of hierarchical resource managers [7]. 

Our approach provides pervasive treatment of non-functional properties from design time to run-time. Other 
projects, such as VEST [12] or Globus [3, 4, 5] are only concerned with one of these steps. TAO [6], another 
project concerned with non-functional properties for component-based software, includes a flexible scheduling 
framework that allows applications to define their own scheduling strategies for their tasks. In contrast, our con-
tainer based scheduling approach delegates CPU scheduling, and other lower level scheduling, to the appropriate 
resource manager and constrains itself to decisions about the number of component instances and the buffer size. 
It can therefore be considered scheduling at the component level, while TAO provides hooks for scheduling at 
the resource level. 

In the remainder of this paper the individual steps of this process are examined in some more detail. The focus is 
on the transformation from CQML+ to the XML-based runtime representation, the container-based scheduling, 
and the resource reservation. 

                                                 
1 COMQUAD – COMponents with QUantitative properties and ADaptation is a research project at Dresden 
University of Technology and Friedrich-Alexander-University Erlangen-Nuremberg, funded by German Re-
search Council. 
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2 Design Phase 
Two different roles are involved in the analysis and design process of non-functional property specifications. An 
expert in the analysis and specification of non-functional properties holds the first role. He defines measures, 
which are entities needed in the specification, together with their semantics. The second one – the application 
designer – uses these measures in an application modeling tool to specify required system qualities through con-
straints on measures. He analyses the load profile provided by the customer in order to design the application. 
The load profile consists of 

• QoS requirements per request, 

• a specification of the interarrival times of requests, and 

• the percentage of requests for which the required QoS must be fulfilled. 

These two different views on the system can be modeled using different UML-profiles representing the informa-
tion adequate for each role. We will not elaborate on the aspect of separating the tasks in this paper. Instead, we 
focus on the specification languages of non-functional properties and their transformation rules. 

At design time we specify non-functional properties using the language CQML+ [11], based on CQML [1]. The 
basic constructs of the language are represented in Figure 2. CQML+ builds on quality characteristics, which 
correspond to the measures provided by the measurement designer (Figure 1). Quality characteristics have a 
name, a domain, and a semantic, given by the values clause – an expression in Object Constraint Language 
(OCL [14]) which specifies how values of the characteristic can be determined in a system. Examples for such 
characteristics are delay or screen resolution. In a next step quality statements are used to specify constraints on 
characteristics. Both quality characteristics and quality statements are parameterized and can therefore be reused 
in different contexts. To actually associate the non-functional property specifications with the functional one, 
CQML+ provides the construct of quality profiles. In the profile specification the formal parameters are replaced 
by actual parameters, for example operations or streams of the component to which the non-functional constraint 
is applied. Quality statements can be associated to a component as offers (provides), requirements (uses), or 
resource demand (resources). 
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Figure 2 Structure of CQML+ represented as a UML class diagram 

3 Transformation to Machine-Usable Format 
Once the application designer has developed the final non-functional property specification, it can be deployed 
on the target system together with the application code. Because the requirements differ between a specification 
made by and for human beings and one made purely for machine use, it is useful to transform the specification to 
a separate language, designed for machine analysis. The language for design time specification (here CQML+) is 
heavily structured to achieve reusability, readability, and understandability. In contrast the language for machine 
use has to be effective, processable, and has to concentrate on aspects needed by the target system. 

Because of the availability of good programming libraries we decided to use XML for the runtime representa-
tion. The syntax is described using an XML Schema.  

The degree of transformation should be somewhere between these two extremes: 

1. The XML Schema maps all the concepts from CQML+. The transformation does little more than check 
syntactic correctness and type conformance of the CQML+ specification. 

2. The XML file has been completely flattened, taking out any redundant or not strictly necessary 
information. This includes for example removing quality statements and characteristics and inserting 
constraints over the terms from the values clauses into the profile directly. 
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Clearly, the first option does not address the issue of differing requirements at all. However, also the second 
extreme is not entirely practical: When the runtime environment negotiates contracts, in many cases it will be 
sufficient to do comparison down to the level of quality characteristics only. Checking values clauses for equal-
ity will not be necessary. The assumption is that two characteristics of the same name represent the same thing 
and that this holds vice versa, too. As long as this assumption holds – and this seems reasonable for normal sys-
tem development – there should be no need to consider comparing values clauses for contract negotiation. This 
is good, because values clauses can be any valid OCL expression, making comparison hard to do2. If the QoS 
specification is given according to the second option, we loose the possibility to compare at the quality charac-
teristic level. 

The best solution lies somewhere between the two extremes. It includes 

• Replacing user defined names by globally unique alphanumeric identifiers: This allows us to get rid of 
namespaces, nested scopes and name overloading. 

• Rephrasing of constraints in conjunctive normal form: This allows for more efficient traversal during 
contract negotiation. 

• Removal of quality statements: These are essentially a means of reuse, giving a name to some constraint 
over quality characteristics. They can be removed by incorporating the constraint directly into the pro-
file. However, the characteristics themselves should not be removed for the reasons mentioned above. 

• Removal of unused parts from the specification: This is especially important when using libraries of 
QoS specifications, as they will normally contain much more definitions than will be used in a specifi-
cation. 

With all these changes to the structure of the specification, another problem comes up: traceability. In order to be 
able to understand problems in the finished system it needs to be possible to trace back from the XML-descriptor 
to the original CQML+-specification. In order to support this, a log file for the generation of the XML-descriptor 
will be created. This log file stores information on the modifications performed. 

4 Container-Based Scheduling 
Given a component’s QoS specification (i.e., the information from the XML representation of the CQML+-
specification) and a description of the load requirements it is the task of the container to schedule component 
usage in such a way as to ensure that QoS requirements are met. In the context of this paper we restrict ourselves 
to timeliness requirements, namely response times for operation calls. In this case there are two things the con-
tainer can influence in order to meet the timeliness requirement (see Figure 3): 

• the size of the request buffer and 

• the number of component instances for serving the requests.  

Buffer
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Figure 3 Schematic view of Container-Managed Scheduling 

The buffer enables the system to accept incoming requests asynchronously and to restrict the number of compo-
nent instances. However, the buffer adds delay to the overall processing time. An upper bound for buffer size is 
given by the difference between the requested response time and the response time the component offers. The 
lower bound of the buffer size determines the quality of the service, thus, the number of requests not dropped. 

                                                 
2 Note that because OCL has finite quantification only, comparison is decidable. 
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To be able to assure a mathematically founded contract about the quality, we use an advanced methodology of 
the queuing theory – Jitter-Constrained Streams (JCS) [8]. A JCS consists of two tuples describing both, the 
interarrival times and the request sizes. The tuple describing the interarrival times consists of T, D, τ, and t0 with  

• T > 0  average event distance, 
• 0 ≤ D ≤ T  minimum distance, 
• τ ≥ 0  maximum lateness, and 
• t0 ∈ R  starting time. 

The tuple describing the request sizes comprises the parameters S, M, σ, and s0 with 

• S > 0 average request size, 
• 0 ≤ M ≤ S minimum request size, 
• σ ≥ 0 maximum deviation from accumulated request size, 
• s0 ∈ Z initial value. 

For both, the source of requests and the consumer of requests (serving component), we use one JCS. Addition-
ally, we restrict our model to use equal request sizes for input to and output from the buffer to be able to deter-
mine the quality. 

To illustrate the usage of JCS we provide a short example. In this example, users may generate requests, which 
are described by a JCS Jin, which has interarrival times {T = 5s, D = 2s, τ = 12s, t0 = 0} and request sizes 
{S = 1000 Bytes, M = 300 Bytes, σ = 4500 Bytes, s0 = 0}. t0 is set to zero for the sake of simplicity and s0 is set 
to zero because we do not pre-buffer requests. The consuming component is described with the JCS Jout. The 
tuples describing the request sizes have equal parameters for both, Jin and Jout, as the consumer always dequeues 
entire requests. The consuming component is described by {T = 15s, D = 10s, τ = 10s, t0 = 0}. 

Looking at the average interarrival times from Jin and the average processing time from the component described 
by Jout, we see that the container has to create at least three instances. Using the formulas from [8] we calculated 
a minimal buffer size Bmin of 13,400 Bytes. 

The container determines a concrete buffer size by balancing the demands and the delivered qualities of concur-
ring services. The container may also determine the number of component instances it should try to use. The 
container can admit the load, if it can reserve the resources needed for the buffer and the component instances. 
However, creation of additional instances is only useful, if the resource utilization is increased (for instance, 
using four instances of a component concurrently on a four processor machine). Thus, the total amount of avail-
able resources defines an upper bound for the number of instances that can be created. 

5 Resource Management 
To be able to guarantee resource reservation at component level, the container has to run in an environment, 
which assures resource availability, such as DROPS. 

The DROPS resource management consists of the resource managers as described in [7], each of which manages 
a specific resource, and the QoS manager [9], which is the central instance to negotiate with the resource manag-
ers a contract on behalf of a client. The client can be the container, which in turn acts on behalf of a specific 
component. 
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Figure 4 Resource Management: Reservation Negotiation 

Figure 4 gives an overview of the resource reservation process. First, the QoS manager receives a request for the 
resource in a generic format (Step 1). The request consists of two parts – a generic part and a resource specific 
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part. The generic part is interpreted by the QoS manager and is used to identify the requested resource and its 
corresponding manager. The second part specifies the requested resource properties. This part is handed unmodi-
fied to the resource manager. 

The container uses the CQML+-specification to formulate a resource reservation request. The generic part – 
namely the name of the resource – is derived from the identifier of the resource as defined in the CQML+-
specification. The resource specific part is a list of attribute-value pairs derived from the quality statements re-
lated to this resource. 

The resource managers implement an admission interface, which is used by the QoS manager to negotiate the 
reservation for a specific client. The QoS manager itself implements the negotiation interface, which is used by 
its clients. These interfaces are resource independent as to be able to add resources and their corresponding man-
agers transparently. The interfaces take an XML input parameter that describes the request and return an XML 
output parameter containing a reference to the reserved resources. By using these parameters, the interfaces are 
simple and can be implemented by all resource managers. The resource managers in turn can interpret the input 
parameter in a way transparent to the QoS manager. 

The QoS manager checks the generic part of the request for the requested resource. It uses the specified resource 
name to find all resource managers, which provide this resource type3. The QoS manager then sends the resource 
specific part of the request to the resource managers together with the identifier of the client that initiated the 
request (Step 2). The resource manager checks if it can serve the client with the requested quantity of the re-
source. The QoS-manager checks each of the matching resource managers and builds a reservation tree. If a 
resource needs other resources to fulfill the requested service it returns a request describing these (Step 3), which 
is negotiated by the QoS manager with the respective resource managers (Step 4a and 4b). 

If a resource manager was able to make a reservation for a client, it will generate a handle, containing an identi-
fier, which can be used to address the resource, the identifier of the client, and an internal identifier to address 
the specific reservation. This handle is returned to the QoS manager. After the QoS manager collected all han-
dles for the resources specified in the request, it hands them to the client. Upon resource usage, a client has to 
provide the resource handles to the resource managers or the instances of a resource to verify the reservation. 

In case there is a change in the availability of the quantities of a resource, for instance varying bandwidth of a 
mobile device, the resource manager of the corresponding resource has to inform its clients about the change. It 
does so by sending a message to the notification interface of its affected clients. Each container has to provide an 
implementation of this interface. The message contains the handle to the reservation that can no longer be satis-
fied. A container can react to the message in several ways: it may ignore the message; it may adapt the compo-
nent to adjust to the new situation; or it may renegotiate the component’s resource allocations. 

6 Conclusion 
We presented an approach to treat non-functional properties, such as Quality of Service, throughout the whole 
development process, including the design time models, implementation, and run-time enforcement. We showed 
how to specify non-functional properties for a component, how to transform such a specification into a machine-
readable format, how to schedule component instances depending on these properties, and we gave an overview 
about a run-time resource management system, using these properties to allocate requested resources. 

We currently investigate scheduling mechanisms for the container, using an adaptation of the theory of Jitter 
Constrained Stream with the restriction of equal request sizes, as described in Section 4. We plan to extend the 
theory to utilize arbitrary resource-usage distributions. Another focus of our research is the full tool support for 
the described development steps. Currently we have tool support to transform a CQML+ description into an 
XML Schema. Other tools are needed to perform design time validation of non-functional properties. Also, 
graphical support for UML-based modeling is under development. 
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